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Let’s Define the Terms

e Stance is defined as a mental or emotional
position adopted with respect to a proposition, a
person, an idea, etc. [1].

e Users’ Stance is categorized as:
- Pro (Favor)
- Con (Anti)
- Neutral (or unknown)

1. https://www.thefreedictionary.com/stance
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Hiz:zHow to Learn Users’ Stance (Pro/Anti)? Prior research

on stance mining has appeared in two flavors

a ok U &

There is a shoating ina Santa Glarita high school with
at least five injured, twa critically. You know why? Guns.

NRA. Mitch McConnell. That son of a bitch has taken

$1.2 million in bribes from the NRA to make sue we =

have no gun centrol at all, And it's our kids who get
¥

[TTEE sy

Tweet Target/Topic Stance (Pro/Antiy

1. Language (Text) based Approach [1]
2. Network based Approach [2]

1. SemEval-2016 Task 6: Detecting Stance in Tweets. Mohammad et al., 2016
2.2011, Conover, Michael, Jacob Ratkiewicz, Matthew R. Francisco, Bruno Gongalves, Filippo Menczer, and Alessandro Flammini.

"Political polarization on twitter." ICWSM 133 (2011): 89-96

Qarnegie[\"lellnn
[Hi:=:: Prior work on Language Based Stance Learning is Mostly
Supervised which Requires Labeled data. Labeling data is
Expensive.
e

Cenk Uygur & ~
@cenkuygur

There is a shooting in a Santa Clarita high school with

at least five injured, two critically. You know why? Guns.
NRA. Mitch McConnell. That son of a bitch has taken
$1.2 million in bribes from the NRA to make sure we

have no gun control at all. And it's our kids who get
shot.

1254 PM - Nov 14, 2019 - Twitter Web App

6.4K Retwests  23.2K Likes

Tweet Target/Topic Stance (Pro/Anti)

SemEval-2016 Task 6: Detecting Stance in Tweets. Mohammad et al., 2016
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Stance could also be learned from other
multi-modal interactions (Networks)

e

Q==

R

Thereis a shooting in » Santa Ciaita high sehod! with |
atlsast 1ve injursd, two criticall. You know why? Guns..

have no gun control at al. And s ur kids who get E
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Network Based Stance Learning Methods are

often Semi-Supervised, so Require Less Labeled
Data. However, they can’t handle isolates

Right Leaning Users

e

2011, Conover, Michael, Jacob Ratkiewicz, Matthew R. Francisco, Bruno Gongalves, Filippo Menczer,"’:lnd Alessandro Flammini.
"Political on twitter." ICWSM 133 (2011): 89-96
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Hiz% In a Real (un-processed) Network, the Isolates in
the Network form a Good Fraction of the Dataset

Twitter Users

A retweets-based Network Unprocessed gun-control conversations on
after removing the isolates Twitter Collected by searching gun-control
o ps— related terms. Links are based on Retweets.
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Three Main Challenges in Existing Approaches to

Stance Mining
u

1. Most language-based stance mining
models use supervised machine
learning which is expensive

2.Network based semi-supervised
approaches require less labeled data
but cannot handle isolates

3.Topics change fast and new topics
emerge which make the problem
eAsos more challenging
®,
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== Goal of this New Methodology: Can we Combine the
Strengths of Text based Methods and Networks
based Methods?

/

Network based Stance Learne%

® 90 Predict the Stance of All
Users in a Realistic
- R aRe Network
Text based Stance Learner
(11 IS
D
DA T 5
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iz:: Co-Training on Social Networks: A Joint Network

Label Propagation and Text Classification Approach

for Stance Mining [2]
T

Extract Data

Input
#GunControlNow: Pro
#2ndAmendment: Anti

‘Model Training

Gun-control users’
Network. Links
represent retweets-
based interactions.

Red nodes are 'Pro’ and
Green nodes are "Anti’ Users

c‘ s 's 2. Sumeet Kumar, Tom Mitchell, Kathleen M. Carley, Co-Training on Social Networks, Currently under review
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B ,3® Retweets Graph

! Extract Text Features

el
o O
... and Users Networks _ _ ! H :
g: Pred Nodes ' !
- / H Updates for the Next teration !
1 1
1

i

i
B B L
i @ﬂ ‘D- Cu'HashtagSGValH: a O/O

! LE)

1

1

Qarnegie[\"lel lon

Proposed Idea: A Three Step Process

Seed Labeled S
Users " \ New Label

1

1

1

1

Label Propagation ‘ -
d 0, !

= 0!

5 a |

o |

to Unlabeled Nodes
1

o (]

)

)

1
1
1
- Network with Text features
1 .

___________________________

Derive stance of other users

i Dl from seed users _ . _ _ i
i #GunControlNow: Pro !
i #2ndAmendment: Anti :
¢AS l
)
ujlf'ﬁ Sumeet Kumar 1
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Step 1: Extract users’ text features and
users’ networks from data
I
Q(‘) 0 o ‘ 699 . Users - Hashtags Graph
v 3 Users - Retweets Graph
Interactions Extracted text-data and Networks
¢AS l
(D
ujll"ﬁ Sumeet Kumar 12
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2.Extract networks

=+ Step 1: Extract text features and users’ networks
from data

BN
1.Extract users text data

/ Users’ Text

ITrump was the last gasp of the angry white man, Biden
is the last gasp of old establishment and Bloomberg is
ithe last gasp of the billionaire donor class.
(@BernieSanders is the rise of the progressive

movement. This is our time. And it starts today.

User [ Tag _| Weight |

cenkuygur  #IowaCau 1
cuses
cenkuygur  #NotMeUS 1

#lowaCaucuses #NotMeUs

2020 - Twi

AKReees BKlkes
g e

o=

e, et B e Mo, Y, G o

Users-Hashtags (Networks)

User _| Retweet | Weight |

L=

s

o 5 e T o 8508

M o i e, e, e s

cenkuygur 1

Users-Retweets (Networks)

Sumeet Kumar 13
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“* Step 2: Label 2 to 4 popular hashtags with clear
stance
T
Steps: Craig @
1. Use hashtags that (5}@ Gun nuts in the USaletoobusy orgasming all over
appear at the end of ek tht o nacen peopewors ey et
tweets who never should have had one in the first place because this
. ick country's laws are insane.
2. Sort hashtags by their *
popularity
3. Label a few popular
hashtags that have
clear stance e.g.
#GunControlNow
[{11) S
@
Sumeet Kumar 14
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(e Step 3: A Semi-supervised Approach

(Co-Training + Label Propagation)
TN

e Semi-supervised approaches of machine learning
is suitable for partially labeled data

Training Data

Supervised @ e

Learning

Supervisad 1
Learning Lots of Unlabeled

Data
Rkt All Unlabeled Data
Learning

Model
e We use a co-training setting
D
ujll'.ﬁ 20 Sumeet Kumar 15
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What is Co-Training?
T
e Co-training requires
two independent N
. . -Traini ew labeled
views to train two Co-Training example
separate P
agn Allow C1 to label
classifiers (weak Tteration: Some instances
learners) iteratively $3% l= e
[1]
Add self-labeled
u;s‘:an_ces n;::.z pool
e In the training rrom
process, more
confident
predictions are Allow €2 to label
Some instances
used as new
training data [1] https://www.sli e s I ised-learning
1: Blum, Avrim, and Tom Mitchell. "Combining labeled and unlabeled data with co-
training." Proceedings of the eleventh annual conference on Computational learning theory.
ACM, 1998.
QL.
‘-"llrﬁ 20 Sumeet Kumar 16
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What is Co-Training? Applied to
Website Classification

View 1 (website)

What is Machine Learning, and where ks it headed?
My advisor is Tom Mitchell

Maamata and | work on.....
T e s st Prof. Mitchell's work on never

e e . ending learning ...
e e Prof. Mitchell, an expert in
e e kel Y machine learning,
v mentioned ...

: Wasch 3 2018 ak oo Comverugunal Machio: Leacaiag

Academic / Non- Academic Webpage Classification

Blum, Avrim, and Tom Mitchell. "Combining labeled and unlabeled data with co-training." Proceedings of
the eleventh annual conference on Computational learning theory. ACM, 1998.

$08
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View 2 (Text on the Links to the website)

17

Qﬂrnegie Mellon
Co-Training could be useful if each

data point has two (or more) views

Unlabeled
examples

New labeled

Co-Training examples

Allow C1 to label
Some instances

Iteratjon:

Tteration/i+1
cl:A
Classifier
trained
on view 1

Add self-labeled
instances to the pool
of training data

View View

C2: A
Classifier
trained

on view 2

Allow C2 to label
Some instances

Blum, Avrim, and Tom Mitchell. "Combining labeled and unlabeled data with co-training." Proceedings of the eleventh annual
conference on Computational learning theory. ACM, 1998.

$08
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Co-Training on Social-Networks..

What could be the multiple views?

Unlabeled New labeled

Co-Training examples

— Allow €1 to label .
; Some instances Iteration: /+1
[} oete /.
S Classifier | * f
trained /L
on view 1 i
N Add self-labeled i ']
; instances to the pool 4 I
(] of training data i® e
> | ® o
C2: A | ® e
Classifier H é |
trained | ®
on view 2 ]

Allow €2 to label
Some instances

Social Networks Data‘ -

eAsos
@,
Shirs

Sumeet Kumar
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Co-Training on Social Networks - Texts
and Networks Could be Considered as

Different Views
I

— Network based ——>+ il

Seed Labeled

Label Propagation
to Unlabeled Nodes

0 ?
Add new “Confident r\llode Labels
I

2 Text Classffiers’ View 2 — | N I
2 Predictions of Unlabeled Nodes Text b ase d !
RSP A
2 Updates for the Next lteration

QOFTED

Sl Sumeet Kumar
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Co-Training on Social Networks. Texts
and Networks form Different Views

Algorithm 3 Co-Training: Joint training of hashtag based label-propagation model and text
classifier
Require: 7 is the set of tweets collected

1: function Co-TRAIN SOCIAL NETWORKS(F) 1N twork base d
2 Extract User-Text D oo Labled NS
3 Exract User-Hashtag Network H e e B

b e.g, #Prochoice +1 Users Z New Label

Label Seed hashtags
Get Seed users (UL)

Get Unlabeled users (UU)
while until convergence do
g pagation
Label hashtags (H) using UL
Predict the Stance §' of UU using H
Estimate stance confidence (€'
"STEP 2: Text based classification

o Unlabeled Nodes

N e

Hl ©°

Train a text classificr () using U1l
Use fiea(8) to Predict UU stance 57
i i

1
1
L=LabelMixing(s',",57,CT) 2 — Text baqled

Add new Corfdrt Noce Labes

16 STEP 3: Update UL
1:
s UL=UL+L 2 Preditons of Unizbzed Nodes
; PR EERTTITT
1: 2 Updates for the Nex! leration

200 return UL
21:_end function

Proposed Algorithm

21
{Jarnegie[\’lellnn
Classifier 1: Network Classifier — A Label
Propagation Model
T
|
v
Initialize — = - Stepl —----> Step2
eAsos
©
ﬁﬁrﬁ Mnee A ne 22
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Classifier 1: Label propagation on user-user
networks has shortcomings

e Many Social-Media Networks are bi-partitie i.e.
users relate to other entities

e Often entities on Social Media follow power law
distribution

e Converting user-posts network to user-user
network explodes the size

- For example. 100,000 users and 200 hashtags get
converted to 100,000 x 100,000 size user-user network

eAsos
@,
Shirs

Sumeet Kumar
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Label Propagation Model on Bipartite
Networks
T
il W\';’ > [s1:1
Stance =-1 = i we 5@ s2:41
Stance =+1 W YEEI I, .
#T3 N W3 Wy | Wiz > Wips
s
#T4 W
H o) s
Hashtag Stance S
Users Stance
* New users are labeled by propagating hashtag stance
to users
clSl
ST sy

Sumeet Kumar
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Label Propagation Model on Bipartite
Networks With Influence Functions
I
‘ o : Influence Function to Filter Less Confident Examples ‘
st y 4T W‘;’ —>0 $1:-1
ance = - ‘ — . vy >~ >@ $2:+1
Stance = +1 Wi [

=

7 : . .
13w Wi 20| (Wg3- W) > K
#T4 ﬂ __
H 0 ==

Hashtag Stance S
Users Stance

+ Influence functions are used to filter less confident predictions

* In a Linear Threshold function, if a user gets higher then a
certain level of influence from the influencers, the user gets
influenced

* New users are labeled by propagating hashtag stance to users

$08
GASSs,
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Classifier 1: Label Propagation Model on
Bipartite Networks Better Suits our
Needs

s1.2 Q) o (w.)>Q
2 Qv e ' > o frw.)> @ 52:41
57 O o o> O N
1 O o (y)>@ =
ss:2 () o v, )>Q s %
S Users Stance Updated S =2

* Influence functions are used to filter less confident
predictions
* Influence functions o’ and o are threshold functions and used
¢ 18 0S to filter out not confident hashtags and users respectively

®,

irg .
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Classifier 2: Learn Stance from Text in
Users’ Tweets

Seed Labeled D
e Users i P New Label
e v
| Trump's Flip-Flops on Gun Control: "He's Corrupt!"
mediaite.com/news/cenk-uygu... via ®mediaite
] 5

Label Propagation
to Unlabeled Nodes

Network]

Text Classifiers’
Predictions of Unlabeled Nodes
@ e

Updates for the Next Iteration

27
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Classifier 2: A Typical Text Based Classifier

. . Unlabeled
« A simple text classifier (e.g.

Support Vector Machine) Labeled su2 @
uses labeled data to train a & 0 $3:7 o
model

ss:2
s4:-1 ©

« The trained model is used to

gridict labels of unlabeled initiaize (6, 1) ——3> SN —> BRSCIE
ata

®,
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* When plenty of unlabeled data is
available, models’ predictions could
be used to train a better model...
also called self-training [1]

+ Self-training exploits unlabeled
data

« In self-training, in every iteration,
new ‘confident’ predictions are
used as new training examples

Classifier 2: A Text Classifier with Self-
Training
T

Unlabeled

Labeled $1:7 0
o o
S4:-1 n

o Classifier
T)— e d
Initialize (6, CT) Classifier Predictions

Update (6, CT)

1. Nigam, Kamal, and Rayid Ghani. "Analyzing the effecnveness and appllcablll(y of co- USerS Wlth hlgh Confldence

training." In of the ninth
management, pp. 86-93. 2000.

(C;"> Threshold)
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e

I
- Z 1s <0
s; =4 _ k=
1, elif Elm k
0, other\mse
I 115k>" : T
=S ,ifst >0

c}n = Ek 115k<°

Zm 1 ll.fsj <0

1, if ZElw o gl

Sumeet Kumar

Classifier 2: An SVM Text Classifier with Confidence
Estimate and a Decreasing Threshold Function
T—

sT; = stance of j" user
s, = stance of ki text message of user j

> £,(07) f,= Uniformly decreasing function

BT = text threshold
cTJ- = user text-based confidence estimate

0, otherwise

Stance and confidence estimate of user j based on his/her tweets’ text
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In ‘Label Mixing’, add the top 5% confident
predictions as new training examples
in the next iteration

2 Predictions of Unlabeled Nodes

B
N Classifier 1
 seed Labeled | / TN
Users =~ New Label
N/ N
_W Label Propagation |
mé . {o Unlabeled Nodes J o
0 0 (-] = (]
. 0 3 . / E A0 @
Networ i Tt features . o O dnew Confident Node Labes
i B ;
ol cesies  Classifier 2 !

=
2 Updates for the Next Iteration

¢ In co-training, more confident predictions (of both
classifiers) are added as new training data in each iteration

e In each iteration, we use the top 5% predictions of both
GAS“ classifiers as new training examples. In case of a conflict

@1[. ®) among classifiers, we use the the more confident prediction
% & ne 2020 Sumeet Kumar 31
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Joint Model: It Combines the Predictions of
Both the Text and the Network Classifier

0,ifcT=cCcl=0 s; = stance of j'" user (joint model)
o I'i' cT J ol sT, = stance of j'" user based on text
Sj = S{;’el 7 _>_ J s!; = stance of | user based on interaction
Sjs Otherwise c';= user text based confidence estimate
c';= user interaction based confidence

The joint model uses the predictions of the more
confident of the two classifiers (text and network) to
predict the final stance

$08
GASY3,
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Summary - Three Steps to Train Two Stance

Classifiers

New Label
T

&

1
AddnewConfiden Node Labels
1

Seed Labeled 2%
Users P \

1
1
1 1
Vo 0)“@ : L
. . Label Propagation
! Q@a ‘D- CnrHash(agsGYaph‘: Eﬂ OjO
i
1
1

Label Mixing

o Uniabeled Nodes
;B 9@ Retweets Graph @:’ n

' Extract Text Features
and Users Networks

Gmmimrerm s s - P i
i FaR riirmeirriei i i
----------------- - : Derive stance of other users
N 1
. Label2to4hashtags — + ¢ from seed users ;
1 .
i #GunControlNow: Pro !
i #2ndAmendment: Anti :
D e s e e - -
Q@ )
ujlf'ﬁ 0 Sumeet Kumar 33
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Experiment: Users’ Stance Dataset on Three
Controversial Topics

T
Events Users Tweets | RT Users | Hashtags| Endtags
Gun-control | 70387 117679 | 15635 8587 5505
Obamacare 67937 123320 14807 11559 7376
Abortion 111463 | 173236 | 26818 15646 9784
Dataset

Events Neutral Pro Anti Total
Gun-control 60 156 288 504
Obamacare 33 108 363 504
Abortion 55 169 280 504

Labeled Users in the Dataset

Haokai Lu, James Caverlee, and Wei Niu. 2015. BiasWatch: A Lightweight System for Discovering and Tracking Topic-Sensitive
Opinion Bias in Social Media. In Proceedings of the 24th ACM International on Conference on Information and Knowledge
Management (CIKM '15). ACM, New York, NY, USA, 213-222. DOI: https://doi.org/10.1145/2806416.2806573

$08
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Experiment: Manually Labeled Four
Hashtags in Each Dataset
.
Dataset Seed Hashtags No. of Seed
Users
Gun-control | #guncontrolnow: Pro, #endgunviolence: Pro, | Pro:782,
#2ndamendment: Anti, #secondamendment: Anti Anti:321
Obamacare #uniteblue: Pro, #ilikeobamacare: Pro, #defundoba- | Pro:1342,
macare: Anti, #dontfundit: Anti Anti:3883
Abortion #prochoice: Pro, #reprorights: Pro, #prolife: Anti, | Pro:499,
#stand4life: Anti Anti:2183
Labeled two pro and two anti hashtags in each dataset
Q@ ),
ujll'.ﬁ 020 Sumeet Kumar
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Experiment Details

e 3 hop label propagation is used by the network
classifier

e SVM classifier is used as the text classifier
— TF-IDF features
- Unigrams and bigrams are used

e Hyper-parameters were determined by evaluating
them on the gun-control dataset
- Top 250 hashtags are used
- Top 5000 retweets are used

$08
GASY3,
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Result: Co-Trained Classifiers Perform
Better than Self-Trained
T
0.9
Classifier
50.8- --{-- Text SVM - Selftrained guncontrol
o ~{-— Text SVM - Cotrained guncontrol
2 --{-- Label Propagation guncontrol
% 07 -1 Label Propagation - Cotrained guncontrol
~-{-- Joint - Cotrained guncontrol
0.6
° ° » » »
Iterations
Test Accuracy Trend for the Gun-
Control dataset
08
(1) 2

Shirs

Sumeet Kumar
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Result: Co-trained Models Outperform
Self-Trained Models
T

Text based
Self-Trained Model

Co-trained Joint Model
85 % Accurate

Red nodes are "Pro’ Red nodes are "Pro’
and Green are "Anti’ and Green are "Anti’
clSl
(D
ujlf'ﬂ Sumeet Kumar
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Result: Co-Trained Classifiers Perform

Better than Self-Trained on All Dataset
B s

Gun-control Abortion Obamacare

08 08 08
306 N 506 - 506 —
0 Classifier o Classifier o Classifier
3 0.4 1~ Text SVM - Selftrained guncontrol 30‘4 1 Text SVM - Selftrained abortion | 3 04 - Text SVM - Selftrained obamacare
& - Text SVM - Cotrained quncontrol | g ~ TextSVM - Cotrained abortion ¢ 1+ Text SVM - Cotrained obamacare
02 -4~ Networks LP guncontrol 02 -} Networks LP abortion -} Networks LP obamacare
-4 Networks LP - Cotrained guncontrol -f Networks LP - Cotrained abortion ~f- Networks LP - Cotrained obamacare
00 4~ Joint - Cotrained guncontrol gob— -t Joint - Cotrained abortion 00 -1 Joint - Cotrained obamacare
R B T R I I B - S
lterations Iterations Iterations

e Text classifier improves by more than
17% on all three datasets
e LP in the figure implies bi-partitie
D “ label propagation
u)ﬂ'!si Sumeet Kumar 39 |
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Results: Comparing Different Seed Hashtags

T
Seed Hashtags Classifier Type Metric— | Accuracy| Precisionl Recall | F1- | Labeled
Dataset] Score | Users
(Fraction)

#standdlife:+1, Hashtags + Retweets | abortion | 0.38 0.38 0.98 |0.54 |0.98
#prochoice:-1 + Text Joint

Fprolife+1, Hashtags + Retweets | abortion | 0.83 0.77 078 | 0.78 | 0.94

I #prochoice:-1 + Text Joint |

Freprorightsi+1, Tlashtags + Retweels | abortion | 0.83 | 0.76 080 | 078 | 0.04
#standdlife:-1 + Text Joint

#endgunviolence:+1, | Hashtags + Retweets | guncontrol| 0.68 1.00 009 | 016 |096

1 Text Joint
I #2ndamendment:+1, Hashtags + Retweets | guncontrol 0.81 0.87 055 |0.67 |092 |
#guncontrolnow:-1 + Text Joint
#2ndamendment:+1, Hashtags + Retweets | guncontrol 068 1.00 010 | 0.18 |0.96
#endgunviolence:-1 + Text Joint

#ilikeobamacare:+1, Hashtags + Retweets | obamacare| 0.80 0.81 016 | 026 |095
#defundobamacare:-1 | + Text Joint

#uniteblue:+1, Hashtags + Retweets | obamacare| 0.90 0.87 067 |0.75 | 092
#defundobamacare:-1 | + Text Joint

#uniteblue:+1, Hashtags + Retweets | obamacare| 0.91 0.84 075 | 0.79 | 0.90
#dontfundit:-1 + Text Joint l

Comparison of Seed Hashtags: Some Seed Hashtags May lead to Poor Models

$08
o,
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Any Questions So Far?

41
41
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Case Study- Twitter COVID-19 Data
Analyze Users Stance on "Fire Dr. Fauci’

I
Topic -- Fire Dr. Fauci

Donald J. Trump & it
@realDonaldTrump

Sorry Fake News, it's all on tape. | banned China long
before people spoke up. Thank you @OANN

lﬁ DeAnna Lorraine ™ @ @DeAnnadCongress - 1h

Fauci is now saying that had Trump listened to the medical experts earlier he
could've saved more lives.

Fauci was telling people on February 29th that there was nothing to worry about
and it posed no threat to the US public at large.

Time to #FireFaudi..

®,
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Case Study- Twitter COVID-19 Data

Analyze Users Stance on "Fire Dr. Fauci’
—

Input:
1. Twitter data as Json file
2. Labeled Hashtags

Output:
1. Users Stance Labels
2. Other Hashtags Stance Labels
3. URL Stance labels

HSIS
E"’jﬂ.m - Sumeet Kumar
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Hi::: Model for Propagating Stance from Users to Other

Entities E.g. From Users’ Stance to Stance Given by
Hashtags

o' () >{m)
o>
RS
o' (37w, )-)

S Users Stance S Hash

Users Stance - Hashtags Stance
Users Stance - URLs (Websites) Stance
Users Stance - Media URLs (Pictures) Stance
clSlS

9“'59 - Sumeet Kumar
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Stance Mining Applied to ‘Fire Dr. Fauci’ in Covid Data

i
— Fire Dr. Fauci (vs Save Dr. Fauci)

Tags used for data filtering:  'fauci’, 'firing fauci’, #firefauci',
‘Hfiretrump' ,'#savefauci',

- Labeled seed hashtags for stance analysis

firefauci:1,firedrfauci:1,faucithefraud:1,
savefauci:-1,fauciisahero: -1,keepfauci: -1,firetrumpkeepfauci: -1

1.How to identify the users that are pro (or anti) a
given topic?

2.How the users differ in their usage of hashtags?

®,

SAirs .

clSl
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. . .
Agenda - I Try to Answer Two Questions in This part
of the Talk
I




<Your Name>

Qarnegie[\"lel lon
Start ORA

e
e Start ORA and Import Data

sse o 3095167
G Preferences_Ous Mamagemem:_Generaie Neworks Anaiysis _Simulatons Viutizations Sy belp
] Nework . "0 |~

Netwock courn
Toral dara ey

Lk satstcs:

Allinks:
Al ik values:

Non sel-
Non self-oop vaues:
sei-toop.

Sel-toop valuss:
Componant statitis:
solates:

Dyads:
Teiads

Larger
Largersizes

i

e‘s ;
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Import Twitter Data

« Pick Twitter Data T e -

. Import one or more twitter files and create one new dynamic
meta-network per file.

X Design 2 mewa-network

» import Excel or text delimied files

» import from anather analysis tosl

» import XML network data

¥ import other data formats

J5ON data

@ ograckers data
& Gattud data
& vouTube data
&, Taboalker data
@ puse dana
@] Nexalaeligence data
v dota
] Survey Menkey data
] Shapefie data
4, Bibliography & Chations data
A Tav data
X THINK data
% Reddt dara
%, import Email
X import from a database

Cancel < Back Next > Finish
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Import Twitter Data

fle e
Select the twitter data format:
Tuitter SN

Import Data into ORA

e Pick Twitter Data
e Select Import Options

Select one or more data files:

fauci_tweets_apr24.
Create a separate dynamic meta-network per file

[ALGEM Derived Networks  Custom Attributes  Import Error List

General options:
Create only nodes
Ananymize tweeter names

Filter aptions:

Ignore tweets before: I 302 m 00:00:0

2020 June

Ignore tweets after: 2020 June 5 312l a 00:00:0
Import Location nodes and networks
Import URL nodes and networks.
based on it: itent: values by a space,
fisable the filter.

The controls
semi-colon, or comma. Leave a list blank to d

Filter by tweet message words:
Accept:
Reject:
Fiter by tweet language
Accept:
Reject:
Filter by tweet sender:
Accept:

Cancel < Back Next >

Browse

Finish

$08
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Import Twitter Data

fTe o
Select the twitter data format:
Twitter JSON

Import Data into ORA

e Pick Twitter Data
e Select Import Options

Select ane or more data files:
I_tweets_apr24.

Create a separate dynamic meta-network per file

e E e Derived Networks  Custom Attributes
Tweet message options:
Store the tweet message as a tweet node attribute

Parse the tweet message into words with options:

THGH > <|

Characters 10 remove before applying thesaurus and delete list
Use the universal thesaurus
Use domain thesaurus
Use the universal delete fist
Use domain delete list
Use built-in delete lists: [ stopwords
Create usage measures tweet node attributes

numbers ordinal numbers

Date aggregation options:

Hour(s) g

Aggregateby  ©

te uniform time periods

/| Create retweets in creation time period

Geospatial options:
Automatically locate country and add as an aribute
Automatically locate US state and add as an auribute

s i Cancel < Back

§0
GASY3,

anonymized json

Import Error List

Next >

Browse

Finigh
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Import Twitter Data

e Pick Twitter Data '

H
¥ Select the twitter data format:

e Select Import Options ..

Select one or more data files:

[Users [sumeetku/ Downloads,Fauci foutput/fauci_tweets_apr24.1590010540003 anonymized json

srowse
Create a separate dynamic meta-network per file
Derived Newworks  Custom Ausibutes _ Import Error List
Tweet message options:
+ Store the tweet message as a tweet node attibute
) Pars & e trvee p-e St it e Al A
Sucess
Characters to rem¢ <|
The Import was successful.
Use the univer
Tweets parsed: 35363 ! =
Use domaitly Earliest date:  2014-09-03 09:30:01 il
s the ol Latest date:  2020-04-24 110022
Use domaindk Browse
Use built-ind |
Create

Date aggregation options:
Aggregateby 6 - Hourts)
Create uniform time periods
| Create retweets in creation time period

Geospatial options:

Automatically locate country and add as an attribute

Automatically locate US state and add as an ateribute
e‘ s ' Cancel < Back Next > Finish

Sumeet Kumar
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Import Twitter Data

e Pick Twitter Data ——
e Select Import Options  wa.

Select one or more data files:

I t t [Users [sumeetku/ Downloads,Fauci foutput/fauci_tweets_apr24.1590010540003 anonymized json

Browse
Create a separate dynamic meta-network per file

Derived Newworks  Custom Atwributes  Import Error List

Tweet message options:
+ Store the tweet message as a tweet node attribute
« Parse the tweet mec<ana inte wnrde with nnsi
Characters to remc Suedss

The import was successful.

Use the univer

Tweets parsed: 35363 ! =
Use domaitly Earliest date:  2014-09-03 09:30:01 il
s the ol Latest date:  2020-04-24 110022

Use domain d¢

st butt-ind S

Create

"

Date aggregation options:
agaeouiabyll 61l Hourls) z
Create uniform time periods
+ Create retweets in creation time period
Geospatial options:
Automatically locate country and add as an attribute
Automatically locate US state and add as an ateribute

Cancel < Back Next > Finish

Sumeet Kumar
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Import Twitter Data

ene 0RA3.098.107
File Edit Preferences DataManagement Generate Neworks Analysis Simulations Visualizastions System Hel
Al 53] (A BB -

[ N = ] 5 e tetwor Tear 5ot e sprzs 1590010330085 anerrmies + I =1

tweets_apeda. ized
Meta-Hetwork Tine  Click t0 <reate.. ©Dme  Furiod
Filename. [T
8§ Gemvterepors. wt Visualize = I Wakiors Chams
General statistics
Source count o
Nodeset count s
Node count 123167
Networt: cour 2
Total density: o.000052
Link statistics:
Al liks: 1400503
Min: 3, Max: 5335, Moan: 1857628, icdew 22721647, Sum; 26016
G Mean + Sudev: 24579275
Nan self-taops: 1399001

. Mac: 5335, Mean: 1858137, Stodev: 22.733798, Sur 2599535

Minc 1.
Nan self-koop VAIJES: yyenn L Sedcir: 24591934

Self-loops 1502

Min: 1, Max: 14, Mean: 1384154, Seddev: 1266527, Sum: 2079

Sef-loop values: i | Seddev: 2.650681

‘Companent statstics

Isslates: [
Dyads: o
Trads; s
e 38
Larger sizes: Min: 4, Max: 122795, Meanc 1240 842105, Stdde: 19654.58295

Fine:

53

{Jarnegle[\lellnn
Start Stance Detection Analysis

e
e Pick the option shown below

ene oRk3028107
File Edit Preforences Outa Management Generate Networks [ENETU| Simulations  Visuallzations System Help —
5 A Knowledge Netwarks & Network Text Analysis

.
.
o

i Measures Manager Statistcal Procedures and Diagnostics
& Correspondence Analysis. Social Media IS
& Socio-cultural Cogritve Mapping (SCA »
A Geary-C & Moran-| Analysis i B3 and Hetworks [N 5ENO & Community Assessment.
Machine Leaming ¥ Core Newwork.. ©one  peiod
] T Locate Key Entiues S
Fieame Locate Key Relations. » _Locate Groups.. s
Al Measures by Category...
EY e e A o S “Triad Census..
Genera staisics:
Source count: o
Modesetcount: 6
‘Node count: 12267
MNework count: 21
Total density: 0.000052
Lk statisics:
Alllinks 1400503
e Min: 1, Max: 5335, Mean: 1,857628, Stodev: 22.721647, Sum: 2601614
e + Suddev: 24 579275
Won self-loops: 1399001
o self-oop vaues: M . Maxc S335, Mean: 1858137, Stdde: 22.733798, Sum: 2599535
£3° Tueet x Word Mean  Stddev: 24.591934
T Woed x W - Co-kcurrence s, B

L M, Max 14, Mean: 1384154, Sedev: 1366527, Sum: 2079
S0P VAIES:  pean | Sedder: 2650681

‘Compenent statisics:
Isotates: o
h: o
Trads: s
Larger: 38
Larger sizes: Min: 4, Max: 122795, Mean: 3240.842105, Seddev: 1965458200
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Start Stance Detection Analysis

.
e Pick the option shown below

e e Generate Reports - Stance Detection

s

Reports: select a report to run from the list or by category.

Filter Data Stance Detection $ Categories *
| | Measures .

Negative Links Description-
[j| Trarsform Data Using an author’s concepts and words used in documents and interaction determines from
| | Remove Nodes

user-provided seed concept stances the stance of users across the dataset.

' Meta-Networks: select one or more to analyze in the report.
232~ Twitter JSON fauci_tweets_apr24.1590010540003.anonymized

$08
GASSs,

(111’)1['!& < Back Next > Cancel
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Stance Detection Analysis

.
e Pick the option shown below

L AeN Generate Reports - Stance Detection

Detect stance values for nodes using an Agent nodeset, Agent x Concept networks, and initial (seed) stance values.
Using (optional) Agent x Document authorship and Document x Word networks can improve results.

Select the Agent nodeset: Select the Document nodeset:

Agent Tweet

LSS Agent Interaction  Document Networks

Select one or more Agent x Concept usage networks. Concept is a general term and means anything associated with
the agent which can be used to identify the agent's stance. Nodes from these nodesets will be assigned an initial
seed pro/con stance on the next panel.

Agent x Hashtag Select All
ent x Location - Sender Location
: e Clear Al
jent x
Agent x Word

e‘ s ' s <Back Next > Cancel
=

®,

Sumeet Kumar




<Your Name>

Qﬂrnegie Mellon
Stance Detection Analysis

e Assign stance values to a selected set of hashtags
e You can copy paste the values from the slide (or
enter it manually)

Generate Reports - Stance Detection

Assign values.
firefauci:1 avefaueiz-1 -1, keepfauci: -1 Assign
NODESET noDE STANCE
Hashtag faucilsAHero con
Hashtag SaveFauci con
Hashtag keepfaucl CON 7]
Hashtag BluestarZone NEUTRAL
Hashtag Fauei NEUTRAL 7]
Hashtag openamerica NEUTRAL <]

| Hashtag corona NEUTRAL

| Hashtag startup NEUTRAL 7]

| Hashtag establishmentmedia NEUTRAL B
Hashtag FoxNews NEUTRAL %]
Hashtag BeijingBiden NEUTRAL
Hashtag Bernie2020 NEUTRAL %]
Hashtag FireTrump NEUTRAL
Hashtag MondayMotivation NEUTRAL
Hashtag firefaucibootbirx NEUTRAL
Hashtag FireFaucireshiva NEUTRAL
Hashtag fredrfaucl NEUTRAL

| Hashtan Fauxfauci NEUTRAL

| Hashiag Trumpknew NEUTRAL
P Frtentrnnt NEITRAl

| setal Neuwal Load Save

< Back Next > Cancel
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Stance Detection Analysis

.
e Assign stance values to a selected set of hashtags
e You can copy paste the values from the slide (or
enter it manually)

TR Generate Reporls - Stance Detection
e o Generate Reports - Stance Detection Assign values.
Detect stance values for nades using an Agen nodeset, Agent x C . firefauci:1, efauci:- 1, fauciisahero: - 1 keepfauci: -1 Assign
using Improve resuts.
Select the Agent nodeset Salect the Document nodeset: A
“Agm B Twn B NooEsET nooe stavce
Hashtag faucisAHero con
Agent Document Neworks Hashtag Saveaues con
Hashtag keepfaucl con
o A - il ool 4o Hashtag BhestarZone NEUTRAL
st procon stance on the nex parel Hashiag Favel NEUTRAL
Py ] Hashiag opemamerica NEUTRAL
SR e Hastiag corona NEUTRAL
e Se=il Hastiag surup NEUTRAL
Agentx Word Hashtag establishmemedia NEUTRAL
Hashtag FoxNews NEUTRAL
Hashtag BeiingBiden NEUTRAL
Hasheag Berrie2020 NEUTRAL
Hashesg FieTrump NEUTRAL
Hashiag MardayMathation NEUTRAL
Hasheag [eme—— NEUTRAL
Hasheag FireFauciHireshiva NEUTRAL
Hasheag firedrtauei NEUTRAL
Hasheag Fauxtauel NEUTRAL
Hashtag Trumpknew NEUTRAL
< back Newt > Cancel Set All Neutral Load Save
<Back Next > Cancel
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Stance Detection Analysis

e Select save option
e Stance detection report will be generated

e o Generate Reports - Stance Detection
e Reports can present their results in different formats. Each format produces one or more files
Preferences that are saved to a specified location. When multiple files are created, each filename will be an

extension of the one you give.
Select the report formats to create:
Text
v HTML
csv
JSON
powerpoint Al slides z
PDF

Enter a directory in which to save the report:

{Users/sumeetku/Downloads /Stance_ORA Browse
Enter a filename without extension:

Stance Detection

Run report once per meta-network Save to separate files

< Back Finish Cancel
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Stance Detection Analysis

TN
e Stance detection report — shows selected options

[STANCE DETECTION REPORT

oot Toiicr SO fr_wecsn,pe24 199001054000 sy
St o W 3 10413292000

Dt Desciion
Parameters
Agent e Agen
ot s g
Agent  Coocep evworts Agen g
s o et Aot A B A gt B A e Mot B Aot At Rt by A At e By A At A
Docunest ster T
Documest Athsip et Apemx Teae - Sender
Drcumest W ek e Hag

Iniial Node Stances (seeds)

et <] e Stance
Wt [ "
Wb FesiTrebrat ™
kg fociuabers oo
kg Swetas o
g et o

Srwing 1103 of S ek [—

Agent Stance Summary

oo Nka e osms
Comra ke s om
o At ]
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Stance Detection Analysis

I
e Stance detection report — shows Pro/Con Users

61
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Stance Detection Analysis

e Stance detection report - shows Pro/Con hashtags
by confidence

meet Kuma 62
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Stance Detection Analysis
I
e Stance detection report - shows Pro/Con hashtags
by usage

[T1] PE—
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Thank You

I

Please feel free to ask/send your questions

eAsos
Shilrs
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