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In 1672, Charles II issued a proclamation “to restrain the spreading of false news” that was 
helping “to nourish an universal jealousie and dissatisfaction in the minds of all His Majesties 
good subjects”.  Today, legislative bodies around the world are asking the same thing; although, 
reframed as “how can social media platforms restrain the spreading of false news?” Scientists, 
journalists, policy makers, the general public and the social media corporations are looking at 
posts in the cyber-mediated information environment and realizing that there is high variance in 
the credibility of posts.  Further, it is generally recognized that in this information environment 
disinformation, misinformation and ok information are being spread at an unprecedented rate to 
groups of unprecedented size.  While research is underway to measure the credibility of a post 
and to identify who is spreading it; less is understood about how this unprecedented scale of false 
information and its spread will impact human activity, and the mechanisms that enable or contain 
that spread. 
 

What is Proposed 

To address this gap a two-day workshop is proposed that will focus on these two questions:  
How does the unprecedented scale of false information and its spread impact human activity?  
What are the mechanisms that enable or contain the spread of false information?  This workshop 
will consider what is needed to characterize, measures, and effect the impact of information with 
different levels of credibility on, and its spread to, the diverse consumers of that information.  
This workshop begins with the assumption that even if the credibility of information could be 
measured and the networks through which the information was spread were identified; we would 
still not be able to understand how the spread of false information in the cyber-mediated 
information environment impacts human activity, nor how to enable or contain its spread. This 
workshop is intentionally framed from the broader perspective of social cyber-security so as to 
reduce the tendency of participants and observers to over-focus on issues of identification of 
disinformation and those who spread it, and instead to focus more on questions related to who is 
being impacted, how great is that impact, and how can the potential impact be changed. 
 

Objective 

The purpose of this workshop is to refine the proposed statement of the problem space, to 
identify the immediate research challenges, and to characterize the potential scientific paths 
forward that appear to hold the greatest promise for understanding the socio-cultural impact of 
information diffusion at scale for information varying in credibility and the mechanisms that 
enable or contain its spread. In doing this work we expect to forge a shared understanding of the 
major influencers, factors, and the interactions among those factors at a data, theory, and method 
level, that must be considered to advance our ability to understand, measure, predict and affect 
how the unprecedented scale of false information and its spread will impact human activity and 
the mechanism that enable or contain this spread.  Specifically, the objective is to identify what 
basic science is needed to advance out understanding of the spread of, susceptibility to, and 
impact on groups of disinformation and misinformation in contrast to ok information in the 
cyber-mediated environment. The goal is to identify the theoretical basis of relevance in 
addressing this issue, gaps in our understanding, and the types of scientific approaches that may 



be productive.  This workshop is aimed at defining the way ahead for advancing the science of 
social cyber-security as it concerns the spread and impact of dis/mis and ok information. 
 

Background 

The issue of concern is:  how will the unprecedented scale of false information and its spread 
impact human behavior, and what are the mechanisms that are enabling or containing that 
spread. Scientists have approached this issue in many ways.  Indeed indepth literature reviews in 
this area point to thousands of researchers producing hundreds of papers (Carley et al, 2018) 
from multiple theoretical perspectives (Paletz et al, 2018). Before continuing to describe the 
research on this issue it is important to note that this issue is one of the dominant issues in the 
emerging area of social cyber-security. According to Carley et al (2018)  “Social Cyber-security 
is an emerging scientific area focused on the science to characterize, understand, and forecast 
cyber-mediated changes in human behavior, social, cultural and political outcomes, and to build 
the cyber-infrastructure needed for society to persist in its essential character in a cyber-
mediated information environment under changing conditions, and actual or imminent social 
cyber-threats.  … Fundamental to this area is the perspective that we need to maintain and 
preserve a free and open information environment in which ideas can be exchanged freely, the 
information source is known, disinformation and false data are identifiable and minimized, and 
technology is not used to distort public opinion.”  The other major issues being participatory 
democracy and to a much less extent insider threat.  Of the over 800 papers identified in this 
study, over 500 were concerned with misinformation, disinformation, propaganda, who was 
spreading it and the role of bots in its spread, its impact on the population, and the way 
information could be used to influence and manipulate individuals and groups. 
 
This broader context is valuable for a number of reasons.  First, it moves raises the discussion of 
the spread of false information from the form of a problem dujour to the form of an emerging 
science.  Second, it stresses the critical nature of moving from characterization of a phenomena 
to understanding, predicting and impacting.  That is it moves the discussion beyond what is false 
information to why do we care that it is spreading.  This provides a background against which to 
develop a research agenda.  Third, it paves the way for reasoning about the unprecedented 
quantity and spread of false information as just one of the activities that can destroy a free and 
open information environment. 
 
The study by Carley et al (2018) places social cyber-security as a discipline, and the sub-issues 
related to the spread of false information, at the intersection of computational social science, 
media and marketing, and policy and law – see Figure 1.  It is argued that this is an emergent 
computational social science field where computer science approaches to social science 
problems or social science utilization of existing computer science techniques are insufficient.  
Rather, new transdisciplinary methods are needed that blend the computational and the social.  
Moreover, it is an applied field in which social change, policy/law, and new technologies must 
co-evolve in a synergistic fashion. 
 



 
Figure 1.  A new field emerging at the intersection. 
 
Key relevant theories are related to persuasion (Grass and Seiter, 2015), social influence 
(Benigni et al, 2017), individualized collective action (Bennett, 2012), information diffusion (Wu 
and Lin, 2018), manipulation (Colliander and Dahlén, 2011), identity creation (Josph et al, 
2016), strategic messaging (Benigni et al, 2017), information warfare (Cordesman and 
Cordesman, 2002), digital forensics (Al-Khateeb et al, 2017) and power (Entman, 2007).  
Researchers in this area employ multi-technology computational social science tool chains 
(Benigni and Carley, 2016)  employing network analysis and visualization (Carley et al, 2016), 
language technologies (Hu and Liu, 2012), data-mining and statistics (Agarwal et al, 2012), 
spatial analytics (Cervone et al, 2016), and machine learning (Wei et al, 2016). Finally, the 
theoretical results and analytics are often multi-level focusing simultaneously on change at the 
community and conversation level, change at the individual and group level, and so forth  
 
Research in social cyber-security, and on our specific issue, has grown exponentially – see 
Figure 2.  Note when collecting this data the authors did a multi-start snowball, combined with 
multiple key word searchers, and then removed all papers that were pure machine learning or 
privacy related.  In the final analysis there are over 60 fields involved, and those that currently 
dominate are shown in Figure 3. What is key about this results is that while there are papers from 
many social science disciplines and many branches of computer science, it tends to be the more 
interdisciplinary/transdisciplinary variants that stand out. This interdisciplinary/transdisciplinary 
approach and the growth in the amount of science in this area is also reflected in the review by 
Paletz. The review by Paletz covers less of the political science, computer science, data-mining 
and social networks.  However, approximately two-thirds of the papers covered Paletz that 
actually dealt with the cyber-mediated information environment are part of the Carley et al study. 
These reviews lead to a number of key insights.  Four of these are: Credibility assessment is 
insufficient.  Stationarity cannot be assumed.  Structure, cognition and social cognition impact 
spread. A deep understanding of the media technology is required. 
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Figure 2. Growth of research in social cyber-security. 

 
 
Figure 3.  Network depiction showing links between articles and disciplines, such that the 
disciplines are sized by total degree centrality (number of articles in it). 
 
Credibility assessment is insufficient.   
Initially, information credibility was thought to be easily identifiable leading to numerous 
computer science machine learning solutions and some human fact checking solutions.  The 
upshot, however, is that the scale makes human fact checking impossible. Moreover, the 
literature shows that there are many types of “false” information including, but not limited to, 
complete ridiculous lies (Hilary Clinton’s alien baby), logical errors (anti-vax campaign), 
confusion of correlation and causation (the anti-vax campaign),  misinterpretation of statistics 
(climate change), satire, and sarcasm (e.g., Tandock etal, 2018; Babcock et al, 2018).  This 
means detection is unlikely to ever be perfectly accurate.  Further, while much research to detect 
false information and measure the credibility of posts is underway, it may not affect how false 
information spreads.  People spread false information knowing its false (Gupta et al, 2013) and 



being told something is false doesn’t make people believe it to be so (Polange, 2012). Multiple 
approaches for countering false information have been suggested (Alemanno, 2018). Moreover, 
the mere spread may set agendas that persist independent of the veracity of the claims (Vargo et 
al, 2018). 
 
Nevertheless, much of the work on information credibility and social media is framed as a 
technical problem of detecting and filtering "fake news," "misinformation," or "disinformation" 
in social media networks.  This framing tends to draw researchers primarily from computer 
science and information science, and to a lesser extent from sociology, communications, and 
social networks.  Many of these researchers tend to approach the problem by attempting to 
develop new tools employing statistical, machine learning, or language technology approaches to 
identify and classify the messages or the messengers.  Issues of social influence, cognitive 
biases, marketing and so forth are often relegated to the backseat.  In this case, defining the 
problem as detecting and filtering implies that if we just removed the inaccurate information and 
nefarious actors from the network, information accuracy would be improved and information 
would be more credible.  Machine learning-oriented methods often make assumptions that there 
is a ground truth, and that the truth value of a piece, collection, or source of information is binary 
and absolute; none of which may be true.   
. 
Stationarity cannot be assumed.   
A great deal of research in this area has considered the issue – “who is spreading the 
information?”. For example, in these literature reviews 78 papers were identified that focused on 
the role of bots.  The bots described, however, are evolving (Oentrayo et al, 2016).  Early bots 
spread spam or simply retweeted (Messias et al, 2013). Then bots that participated socially 
appeared (Maréchal, 2016).   Then networks of emerged that engaged in repeating each others 
activities (Ferrara et al, 2016).  More recently more sophisticated forms of bot coordination are 
emerging, and bots are acting to exploit both features of the social media technology and social 
cognition (Benigni et al, 2018).  Social media companies have responded in knee jerk reactions 
by removing actors that spread malicious or false information, changing the rules of services, or 
altering what data is available through the APIS.  See for example – “This is How Facebook Has 
Changed Over the Past 12 Years.” This continual flux impact the repeatability of the scientific 
studies (Wei et al, 2016).  Moreover the flux is so fast that training sets cannot be constructed so 
many standard machine learning techniques won’t work. 
 
Structure, cognition and social cognition impact spread. 
Another dominant approach is traditional social network analysis which focuses on issues of 
social influence.  In this case the structure of the network is examined to identify structures and 
actors that facilitate spread.  Typical networks examined include the retweet network in Twitter 
(e.g., Chatfiel and Brajawidagda, 2012), and the friend network in Facebook (Lewis et al, 2008).  
Collectively this research is suggesting that traditional methods of influence may be 
inappropriate as actors move between media (Qasem et al, 2015)), ties are often more 
representative of passive listening than influence (Romero et al, 2011), and influence even in the 
same media is a multiple tie phenomenon (Cha et al, 2010).  By defining the problem as 
structural, this body of research is implying that if we just fixed the structure and intervened at 
the right point the potential influence of non-credible information would be diminished, and/or 
its flow could be stopped.  This approach however, treats the actors as not having agency, and 



ignores the cultural, cognitive, and social biases that impact how information is processed and 
the social organizational and media factors that impact the structure of the network.  Whereas, 
non-network based research points to the criticality of cognitive biases (Bandura, 2009), delivery 
features (Scott, 2015), and organizational position in social media influence (Segerberg, and 
Bennett, 2011). 
 
A deep understanding of the media technology is required. 
Advances in this area are increasingly requiring a deep understanding of the social media 
technology itself.  Early work on Twitter made the erroneous assumption that the retweet 
network reflected who retweeted whom; whereas, Twitter assigns the C’s retweet of B’s retweet 
of A to being a retweet of A.  This error renders invalid some of these early findings. Other 
examples abound.  For example, understanding how the Twitter geo-location spheres operate and 
the APIS is critical for understanding differences in the results of different types of data samples 
(Carley et al, 2016). As another example, understanding how API calls are filled is critical for 
understanding the biases in the data (Morstatter et al, 2013).  As the media technology is 
changing rapidly, researchers in this area need to stay abreast of all changes.  Since the changes 
are often not published, understanding the event or policy change that resulted in the technology 
change can be crucial in ferreting out what might have changed and building the right test. 
 
This deep understanding of the problem space, indepth assessments of the ongoing research, and 
experience editing special issues related to this area forms the basis for the design of the 
proposed workshop. 
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