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Organizational behavior theories generally agree that human capital is critical to
teams and organizations, but little guidance exists on the extent to which such the-
ories accurately explain the relative contributions of individual actors to overall
performance. Using newly created network measures and simulations based on
data obtained from a software development firm, we investigate the relative effec-
tiveness of social network theory and resource dependency theory as predictors of
individuals’ contributions to team performance. Our results indicate that individ-
ual impacts on team performance are more closely associated with knowledge and
task dimensions than with social network structure. Furthermore, given that
knowledge may be assessed a priori, these factors provide useful guidance for struc-
turing teams and predicting team performance.

Keywords: group performance, social networks, knowledge networks, resource depen-
dency, human resource management

Teams require the right combination of personalities, capabilities, and
knowledge to achieve maximum effectiveness, but organization charts
and personnel evaluations notwithstanding, critical contributors to a
team’s performance are far from obvious (Prietula & Simon, 1989).
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This situation arises because work groups are composed not only of
people and their individual behaviors but also of the cultural back-
grounds, skills, education, financial and physical resources, and other
distinctive traits these ‘‘human capital endowments’’ bring to the
organization (Becker, 1975; Mincer, 1970; Stewart, 2001). Social net-
work theories suggest that the types and degrees of an individual’s
relationships in social and communication networks are key impactors
of group performance, while resource dependency theory suggests that
non-social factors such as knowledge and skill figure at least as promi-
nently as social dimensions in determining such performance. Our
objective in this study is to investigate the relative ability of social net-
work theory versus resource-based views to explain the criticality and
performance of human capital at a team level in an organization.

In the following sections, we draw on some of the relevant research
to provide our motivation and show how our conjectures extend exist-
ing theories of individual productivity, group performance, and social
networks. We then describe our theoretical propositions, propose
a research methodology, introduce empirical data, and present specific
results of our analysis. We conclude with a wider discussion of contri-
butions, limitations, and opportunities for further research. Our
results provide the first empirical evidence that the extent of an
actor’s contribution to group performance is more related to the indi-
vidual’s knowledge and tasks than to the individual’s position in the
team’s social network. From a practical standpoint, since objective
evaluations of skills and knowledge can be conducted prior to team for-
mation, as opposed to evaluations of social network positions well after
teams are established, our measures and methodology offer useful
approaches to structuring teams and predicting their performance.

Several areas of organizational behavior literature stress the impor-
tance of human capital, including theories of power (Emerson, 1962),
complexity (Perrow, 1984, 1986), resource dependency (Hickson,
Hinings, Lee, Schneck, & Pennings, 1971; Wernerfelt, 1984), leader-
ship (Graen, 1976), knowledge and learning (Carley & Hill, 2001;
Hollenbeck, Ilgen, Phillips, & Hedlund, 1994; Hollenbeck et al.,
1995), and social and human capital (Coleman, 1988). While all of
these perspectives are related, power and leadership in particular
are clearly linked to knowledge and learning due to the fact that such
power rests primarily on the control of resources possessing approp-
riate knowledge and skill (Leavitt, 1996; Mintzberg, 1983), but it is
not clear whether social or knowledge factors matter more in deter-
mining individual contributions to team performance. Recent work
by Ahuja, Galletta, and Carley (2003) found that individual centrality
is a strong predictor of individual performance and plays a mediating
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role with respect to other performance factors such as functional and
communication roles, but their study only indirectly incorporates
knowledge. Kline and McGrath (1998) suggest that meeting objectives
with high quality (accuracy) is the most important evaluative criterion
for team performance, but their model fails to link team performance
to social position or knowledge of individual actors. Other studies have
established the importance of task-related knowledge and group
familiarity (Hinds, Carley, Krackhardt, & Wholey, 2000; Littlepage,
Robison, & Reddington, 1997), while still others have linked group per-
formance to cognitive structures such as group experience and transac-
tive memory (Carley, Kiesler, & Wholey, 1993; Liang, Moreland, &
Argote, 1995), shared mental models (Espinosa et al., 2002), and group
‘‘meta-knowledge’’ (Larsen & Christenson, 1993). Fleishman and
Zaccaro (1992) offer a taxonomy that includes team resource distri-
bution as a variable but do not extend their topology to a detailed
assessment of team members’ knowledge, skill, and task-based capa-
bilities. Kiesler, Wholey, and Carley (1994) discuss the importance of
coordination, structure, and communication in determining individual
contributions to software team performance, but their work stops short
of offering guidance on the relative importance of knowledge versus
other factors (although the authors do suggest—as this paper attempts
to illustrate—that such research should encompass both the social and
the efficiency effects of team coordination). Literature on organiza-
tional learning shows the clear relationship of knowledge to organiza-
tional productivity (Argote, 1999; Levitt &March, 1988). In the work of
Herriott, Levinthal, and March (1985) and Pisano, Bohmer, and
Edmondson (2001), for example, differences in productivity across
firms are linked to cumulative experience and initial competences of
individual actors. Although these inquiries confirm that knowledge is
a major determinant of team performance, they do not focus objectively
on each individual’s ex ante knowledge relative to social position.

In contrast to the literature on organizational learning, theories of
social networks suggest that, while skills are one of many elements
affecting team performance, such performance may be primarily
dependent on the power and influence structure of a group’s social
network (Burt, 1992; Brass, 1984; Everett & Borgatti, 1999; Freeman,
1979; Jones, Hesterly, Fladmoe-Lindquist, & Borgatti, 1998;
Krackhardt, 1999). The social network view posits that the contribu-
tions of individual actors within a team framework depend fundamen-
tally on the relations between actors as opposed to actors’ resources or
knowledge (Burt, 1992). Indeed, in this paradigm, the relations them-
selves are productive resources (Coleman, 1988). The structural
character of actors’ social linkages with other actors, hence their social
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network positions, influence the extent to which they are economic
producers (Granovetter, 1985; Lin, 2001). While individually and col-
lectively insightful, such theoretic approaches subsume knowledge
as a mediating factor while primarily emphasizing social, friendship,
communication, and advice networks, thus failing to incorporate a
more comprehensive and analytical view of other critical aspects of
group performance such as education, skill, and experience.

Although existing literature does not explicitly compare the impact
of social position and knowledge on team performance, research in
both industrial-organizational psychology and organization strategy
has established connections between individual and collective intellec-
tual capital, firm strategic advantage, and organizational performance
(Coff, 1997; Coff, 1999; Wernerfelt, 1984). For example, Goodman,
Lerch, and Mukhopadhyay (1994) offer Thompson’s (1967) framework
as a means of explaining potential variation in the levels of individual
contributions to organizational productivity, but their final analysis
calls for more detailed empirical work to investigate facilitators and
inhibitors of individual performance contributions.

Other research offers the notion of task criticality as a partial expla-
nation of the link between individual actors’ productivity and organi-
zational effectiveness. Notably, Brass (1984) and Hinings et al. (1974)
evaluate task criticality in terms of an actor’s ‘‘non-substitutability’’
and the number of connections the actor has to other actors for inputs
and outputs related to her or his task. Similar recognition of the
importance of task and knowledge attributes in organization networks
can be traced to Pfeffer (1981) and Mechanic (1962), with their concept
of ‘‘irreplacibility,’’ and to Crozier (1964), who emphasized task criti-
cality in his analysis of an engineering group’s performance in a
French tobacco-processing plant.

The primary motivation for this paper is to build on these resource-
based views by advancing theory at a finer-grained level on the contri-
butions of individual knowledge to team performance. Our motivation
is predicated on the post-Weberian recognition that teams are com-
prised of individuals as opposed to mere placeholders (Goodman,
1998), the growing importance of skill and knowledge elements in
modern organizations (Fullerton & Toossi, 2001), and the need to
incorporate a dynamic understanding of those elements when seeking
to fully understand and manage critical human assets (Senge, 1990).

To explore these facets more formally, we developed three proposi-
tions based on the implications of social network and resource depen-
dency theories. Because social network theory does not explicitly
incorporate task and knowledge dimensions except in a descriptive
sense, following Brass’s logic (1984) the theory may not always
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reliably link all critical actors to team performance. If such
theory alone is relied upon to investigate employee contributions to
performance, it may accurately identify actors who are key in terms
of social connections but not necessarily key in terms of greatest per-
formance impact. Conversely, the application of social network theory
as a sole basis for linking individuals to group performance may lead
to the identification of actors as critical when they may not be critical
in terms of group performance impact. These types of errors are anal-
ogous in many ways to ‘‘false negative’’ and ‘‘false positive’’ statistical
errors, and for convenience we shall be referring to them as such
throughout the remainder of the paper.1 Thus, our first proposition
is as follows:

P1a: Social network theory alone does not reliably predict all critical
human actors on a team as determined by their performance
impact;

P1b: Social network theory alone has an unacceptably high tendency
to identify human assets as critical when they may not be.

The reliability and acceptability criteria for our purposes are based
on the area under the corresponding receiver operating characteristic
(ROC) curve being greater than 0.80, which is generally considered to
indicate good to excellent performance of a measurement test con-
struct (Swets, 1995; Tape, 2002).

One of the primary corollaries of our thesis in this study is that
resource-based views of knowledge and task relations in organizations
are more reliable predictors of individuals’ contributions to perform-
ance than those provided by social network theory alone. Accordingly,
we further suppose that

P2: Knowledge elements of resource dependency theory can be used to
idencctify critical human assets without unacceptably high levels
of false negatives and positives.

Finally, we believe that it will be useful to show whether both the-
ories acting together can be relied upon to more accurately connect

1We use the analogy of Type I and Type II errors strictly for convenience in describing
the efficacy of measures used to evaluate the hypotheses. We do not imply that existing
theories are invalid because they exhibit false negatives. Instead, we are suggesting that
while theories of organization science may reflect Popper’s falsifiability criterion, those
theories which can be shown to be consistently less falsifiable (viz., exhibiting consist-
ently fewer false negatives or false positives) are arguably more robust.
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individual actors’ contributions to overall group performance. Based
on this premise, we propose the following:

P3: A combined application of resource dependency and social network
theories enables the reliable identification of all critical human
assets on a team.

METHOD

To provide a realistic framework in which to evaluate these proposi-
tions, we first introduce data obtained from a high-tech firm focused
on software development. Software development teams, in general,
exhibit high levels of knowledge intensity (Kiesler et al., 1994),
making this data selection particularly relevant to our analysis. After
describing our data set, we introduce our theoretical model and
describe the steps in our research methodology.

Description of Data Set

The data we use in our study relate to a team of 16 information tech-
nology (IT) professionals responsible for the programming and
implementation phases of a multi-phase IT development project. The
team members’ specific roles are summarized in Appendix A (‘‘Actor
Vector’’) and Figure 1.

FIGURE 1 Software team organization.
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As shown in the organization chart, there is a leader (project man-
ager), two assisting managers, four supervisors and nine employees,
all with skills ranging from artistic design to specialized programming
expertise. Since the company would not permit us to access private
employee communication records or to conduct a formal social network
survey, we faced a potentially vexing primary data problem in devel-
oping the social network matrix required for calculating traditional
centrality measures. To address this problem, we applied a triangu-
lation approach used successfully in a number of research disciplines
(Benbasat, Goldstein, & Mead, 1987; Bonoma, 1985; Bredo &
Feinberg, 1982; Jick, 1983; Maxwell, Bashook, & Sandlow, 1986; for
more general treatments, see also Cook & Reichardt, 1979; Glaser &
Strauss, 1967; Van Maanen, 1983; Yin, 1984), combining qualitative
methods including observation, interviews, and iterative data collec-
tion with quantitative methods. Deriving the social network with such
an approach both meets our present methodological requirements and
offers a useful pedagogic tactic to the typical organization seeking to
perform similar analyses but finding itself (whether for practical or
policy reasons) in the similar position of not being able to conduct a
more standard social network survey.

Hence, as the first step in modeling the social network, we conduc-
ted iterative interviews with key team leaders regarding task-oriented
interaction patterns and asked them to provide their view of the
team’s network of social interaction, with an unvalued, bi-directional
tie between actors A and B being defined as ‘‘A and B are observed
communicating regularly throughout the day.’’ While ‘‘regularly’’
was subject to some interpretation, the distinction rested on the man-
agers’ assessments of average frequency and duration of communica-
tions, with estimates tending to be relatively bi-polar (that is,
communications between two given actors were either comparatively
high or low, with a ‘‘high’’ level indicating that a tie exists and a
‘‘low’’ level indicating that no tie exists between the actors). Given both
the constant proximity of managers to team members and the open,
low-divider work space design, such observations were easily made
throughout the project, and, according to Krackhardt (1987), the social
network view of actors with high betweenness but low in-degree
values (such as project leaders with non-operational roles) is a reason-
able predictor of the true underlying cognitive social structure. To vali-
date the managers’ subjective assessment, we then collected data from
project management and human resources department records and
developed matrices associating actors by interdependent task assign-
ment, team authority and community structures, and actor work
station locations (proximity). Based on theories of structural action
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(Burt, 1982) and physical proximity (Festinger, Schachter, & Back,
1950; Korzenny & Bauer, 1981; Monge et al., 1985; Oldham,
Cummings, & Zhou, 1995; Olson & Olson, 2000; Kiesler & Cummings,
2002; Monge & Contractor, 2003), these matrices should have signifi-
cant correlation with the observed social network. Irrespective of the
correlation values (as long as they are non-trivial), the correlations
of the independent matrices to the social network matrix must be
among those with the highest possible levels of correlation in order
to be considered ‘‘significant.’’ To test the null hypothesis that there
is no correlation between the affiliation=proximity matrices and the
underlying social network, we used the quadratic assignment pro-
cedure (Hubert & Schultz, 1976; Krackhardt, 1987) based on ten thou-
sand Monte Carlo simulations. To address concerns of potential
multicollinearity, we use the semi-partialling extension to the QAP
method developed by Dekker, Krackhardt, and Snijders (2003).

As shown in Table 1, the QAP p-values for the proximity, authority=
community, and task assignment matrix predictors (Models 1–3) are
statistically significant, with p values of 0.0023 and 0.0004, and
0.0140, respectively. When the social network is regressed on all three
predictor variables (Table 1, Model 4), the model is strongly statisti-
cally significant2 and exhibits a reasonably high Pearson’s r. Thus,
we reject the null hypothesis that the observed social network ident-
ified by the managers is not significantly correlated to the independent
predictor matrices. This conclusion gives us reasonable assurance that
the social network observed by the managers is free from significant

TABLE 1 QAP Results and Significance Values

Independent variable (predictor) model Pearson’s r % Higher (p value)

1. Proximity 0.296 0.0023
2. Authority=Community Structure 0.656 0.0004
3. Interdependent Task Assignment 0.221 0.0140
4. Proximity, Authority=Community,
Task Assignment

0.670 0.0001

2In the multiple QAP regression (Model 4), the coefficients of the proximity and
authority=community matrices were significant at p ¼ 0.05 and p ¼ 0.001, respectively.
The task assignment matrix, however, did not have a statistically significant coefficient
(p ¼ 0.20) in the multiple regression. Since task assignment was significantly correlated
with the social network matrix when considered standalone (Table 1, Model 3), the
reduced significance in the combined regression indicates non-linearity in the multiple
regression model.
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random or systematic error. The team’s resultant network of social
ties is shown in Figure 2.

After defining the social network, we identified skills, knowledge
elements, and tasks of team members based on information provided
by the company’s human resources department and cross-validated
by the technical division’s knowledge management database and the
team’s formal project management plan (see Appendixes B and C).

Theoretical Model

After obtaining data on the software team, we developed a framework
in which the data could be organized and evaluated computationally
with respect to our investigation of individual actors’ impact on team
performance. Building on the organizational meta-network concept
(Carley, 2002; Carley & Hill, 2001; Krackhardt & Carley, 1998), we
defined the context of our analysis in terms of a linear algebraic
meta-matrix relating the following primitives as depicted in Figure 3:
people (actors), skills (including knowledge, experience and expertise),
resources (physical or financial), and tasks.

For purposes of this paper, we only use sub-matrices,N, SN, and TN,
all of which are assumed to represent fully connected, non-directional
and dichotomous graphs.

FIGURE 2 Team social network.
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Social Position Measures

As proxies for comparing social network theory predictions of individ-
ual performance, we used traditional measures of degree centrality
and betweenness centrality. Although the two indices may be corre-
lated for some individuals (Bienenstock & Bonacich, 2002), they were
selected because of their now canonical status (Bavelas, 1948; Freeman,
1979), their familiarity and accepted use (Ahuja et al., 2003), and their
relative ease of computation for the software team used in our analysis.
Thus, we introduce a Degree Centrality Index CIDðnÞ based on classical
definitions of degree centrality (Proctor & Loomis, 1951; Freeman,
1979) as follows:

CIDðnÞ ¼
1

CImax
D

� �Pbnn
j¼1 Nnjbnn� 1

ð1Þ

Equation (1) states that the Degree Centrality Index CID(n) for any
actor n is the sum of 1’s across row n of the social network matrix N
(actor n’s raw ‘‘degree’’ measure), divided by bnn� 1 and normalized by
1=CImax

D (the maximum value of CID (n) 8 n).

FIGURE 3 Generalized organization meta-matrix.
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We similarly define a Betweenness Centrality Index CIB(n)
(Anthonisse, 1971; Freeman, 1977; Wasserman & Faust, 1994) as
follows:

CIBðnÞ ¼
1

CImax
B

� �P
j<n<k gð j;n; kÞ=gð j; kÞ
½ðbnn� 1Þðbnn� 2Þ=2� ð2Þ

In Equation (2), the numerator represents the betweenness of actor
n (that is, the number of geodesics, or ‘‘shortest paths,’’ between j and k
containing n, divided by the total number of geodesics between j and
k), which is then divided by the total number of pairs not including
n (to compute a raw betweenness value) and normalized by multiply-
ing the raw value by 1=CIB

max.

Knowledge-Based Measures

As proxies for comparison of knowledge and resource-based theories
with social network theory, we extended and operationalized theories
introduced by Mechanic (1962) and Dubin (1957) by defining three
knowledge-based measures. The first, building on concepts of Brass
(1984), Hinings et al. (1974), and Dubin (1963) is the Task Exclusivity
Index (TEI), defined as

TEIn ¼ 1

TEImax

Xbtt
t¼1

atTNnt
eð1�TNt Þ ð3Þ

where TNt
¼

Pbnn
n¼1

1
bn

TNnt
and TEImax is the largest observed value of

TEIi. Parameters at and bn are weighting factors for each task t and
individual n, respectively, where at > 0 and 0 < bn� 1.

Brass (1984) recognized the importance of workflow criticality and
proposed his conceptually similar ‘‘Transaction Alternatives’’ metric,
which computes the number of different actors who can perform
precedent and post-hoc tasks for each reciprocal task. Actors who
exclusively perform such tasks are deemed more critical. Other than
the fact that Brass’s measure derives from survey and interview data,
the main difference between our proposed task measure and Brass’s
is that his focuses primarily on such reciprocal tasks while ours
generalizes to the entire set of task interdependencies as defined by
Thompson (1967) and incorporates the inverse proportionality relation-
ship between task uniqueness and task criticality (Dubin, 1963).

The TEI in Equation (3) essentially measures the extent to which
each actor is the only one who can do certain tasks. The TEI is
weighted toward unity for individuals who have one or more unique
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task assignments, with values associated with individuals with fewer
unique tasks declining exponentially. A potential drawback of the TEI
approach could arise if the task assignment matrix TN is defined at
such a granular level that every task is assigned to only one person,
essentially reducing TN to a unit matrix. Here, grouping of similar
tasks may be necessary to obtain a meaningful assignment matrix.

Consistent with human capital measurement theory (Boudreau,
1997), our second measure, the Knowledge Exclusivity Index (KEI),
builds similarly on the knowledge dimension:

KEIn ¼ 1

KEImax

Xbss
s¼1

asSNns
eð1�SNs Þ ð4Þ

where SNs
¼

Pbnn
n¼1

1
bn
SNns

; KEImax is the largest observed value of KEIn;
and as is a weighting factor for skill s. As in the TEI (Equation 3), the
KEI measures the extent to which each actor is the only one who
possesses certain skills, knowledge, or expertise. Also similar to the
TEI, the KEI is weighted toward unity for individuals who possess one
or more unique skill or knowledge elements, with values associated with
individuals with fewer unique skills declining exponentially. To avoid
issues of granularity similar to those of the TEI, grouping of similar
skills may be necessary to obtain a meaningful knowledge matrix SN.

Extending Brass’s (1984) and Hickson et al.’s (1974) notion of access
exclusivity and Blau and Alba’s (1982) suggestion that ‘‘communi-
cation access’’ to key individuals increases actor criticality, our next
proposed measure is the Knowledge Access Index (KAI). Unlike the
TEI and KEI, which range between 0 and 1, the KAI is binary and
is defined as follows:

Definition: KAIn ¼ 1 iff 9 skill s for individual njSNs
¼ 1 and

Nn ¼
Pbnn

j¼1 Nnj ¼ 1; KAIi ¼ 0 otherwise. Furthermore, if KAIn ¼ 1,
then KAIj ¼ 1 for the value of j where Nnj ¼ 1.

The KAI calculation first identifies an actor who is the only actor
possessing certain knowledge. If this actor is tied to only one other
actor in the social network matrix N, then both the person with the
unique knowledge (or skill or expertise) and the actor to whom this
person is uniquely tied are considered potentially critical employees
and are assigned KAI values of 1.

As a proxy for synthesizing social network and resource dependency
theories, our final proposed measure is a Composite Criticality Mea-
sure (CCM), defined as

CCMn � f ðCIDðnÞÞ þ f ðCIBðnÞÞ þ f ðTEInÞ þ f ðKEInÞ þ f ðKAInÞ ð5Þ
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where f ðIndexnÞ ¼ 1 iff Indexn is in the critical cluster of Index, and 0
otherwise. We determine critical clusters based on agglomerative
hierarchical clustering analysis.

Consistent with social network and resource dependency theories,
we assume that a higher value for any index indicates an actor with
a higher level of criticality with respect to that index. In addition,
without loss of generality, we set all a and b parameters equal to 1.

Simulation Model

In addition to the meta-matrix framework and the measures of social
position and knowledge, another important component of our approach
involves establishing a benchmark for comparing actors’ criticality
based on the proposed measures. The benchmark we apply is perform-
ance impact as defined through successive simulations of the software
development team with and without each actor. Accordingly, we define
a critical human capital asset as an individual whose absence or loss
will result in a greater decrease in team performance relative to other
individuals on the same team. Since it is virtually impossible to obtain
empirical data examining team performance with and without each
actor, simulation proves to be an excellent means of estimating base-
line performance values for each individual on the team.

The computer simulation model we employ is an adaptation of the
multi-agent Construct model originally developed by Carley and
Kaufer (Carley, 1990, 1991; Carley, Lee, & Krackhardt, 2001; Kaufer
& Carley, 1993) and validated in studies by Carley and Krackhardt
(1996), Carley and Hill (2001), and Schreiber and Carley (2004).
The current version of Construct (complete open source shareware
available publicly) simulates organizations in terms of tasks, knowl-
edge, and interactions associated with multiple groups and agents.
Our modified version permits the selective removal of any specific
actor at any time in the simulation horizon, enabling researchers to
evaluate team performance with and without one or more actors.
The team’s performance in Construct is determined by each agent’s
participation in a binary-choice task in which the team must decide
for a binary string whether there are more 1’s or 0’s in the string.
The task is distributed in such a way that no individual actor or
sub-group can ‘‘see’’ and act on the entire string, with the parts of
the task that an actor sees being dependent on what pieces of task
knowledge and skills the actor has. Thus, in our simulation, such deci-
sions act as proxies for team objectives, which, in the case of the soft-
ware team, represent stylized sub-tasks in IT project management and
implementation. Performance is calculated as team accuracy, or the
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fraction of tasks on which the team correctly acts with respect to the
full binary-choice task presented. The size of the binary-choice task
is the same as the total number of skills=tasks in the knowledge
matrix SN, and in each time period of the simulation, the organization
is presented with 25 such stylized tasks. Thus, in terms of the software
team simulated in our study, every actor participates in the team’s
activity each period to the extent of the actor’s task knowledge and
skill. We make no attempt to represent details of ‘‘software coding’’
in our model, since the task, knowledge, and skill links capture each
actor’s incremental contribution to team performance.

In addition to defining the communication and knowledge net-
works, we modeled the team’s structure and roles, dividing the soft-
ware team into three hierarchical levels of three managers (a Project
Leader plus two managers), four supervisors, and nine employees.
Construct enables actors to incorporate transactive memory (TM)
(Liang et al., 1995), and although we assumed an average TM level
of 50%, we found the simulations to be insensitive to TM levels
(varying from 0% to 100%), suggesting that the team was small
enough and task-dependent actors were connected well enough to
minimize the significance of transactive memory influences. Another
multi-agent parameter of Construct allows actors to interact with
varying degrees of homophilistic (relative similarity) versus infor-
mation seeking behavior. Although we assumed an equal balance of
each type of interaction (50% homophily-based and 50% information
seeking-based) for our base case, we found no sensitivity to variations
ranging from complete homophily to complete information seeking,
suggesting that both homophilistic and information seeking behaviors
of team members were primarily aligned with tasks for which they or
others similarly tasked were trained and had experience (Hinds et al.,
2000). We additionally assumed (realistically in the case of the soft-
ware team we studied) that all agents were fully engaged in their
respective tasks at all times, thus there were no slack resources.

Research Methodology

As the first step in our research approach, we determined which mem-
bers of the software team were critical employees based on their per-
formance impact. We accomplished this by running a base case
simulation with all employees and then deleting each actor in turn
in 16 subsequent simulations. Based on the incremental difference
in performance associated with the removal of each actor, we defined
a benchmark measure of each actor’s relative criticality as the absol-
ute value of the mean percentage decrease in team performance
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resulting from the deletion of that actor, ceteris paribus. This experi-
mental approach is consistent with Price’s (1977) and Argote’s
(1999) suggestion that organizational effectiveness is positively
related to the performance levels of individuals in the organization.
We thus theorized, and results confirmed, that performancewill always
decline upon removal of any non-slack actor. To confirm effect sizes, we
conducted statistical testing on the performance differences to examine
significance of actor impacts and performed clustering analysis to ident-
ify the baseline group of ‘‘critical’’ actors. As an interim check of face val-
idity, we interviewed the project manager of the software team to
confirm that the model’s resultant identification of critical actors was
consistent with management intuition and direct knowledge. Then,
for all actors, we calculated the traditional and knowledge-based mea-
sures and compared them to the base case estimates using a
hierarchical clustering technique. Finally, we evaluated our proposi-
tions based on receiver operating characteristic (ROC) curve analysis.

RESULTS

Determination of Critical Human Asset Group

For the base case (that is, for the complete teamof 16 people) and for each
of the 16 cases representing incremental removal of an actor on the soft-
ware team, we executed 100Monte Carlo simulations. Besides establish-
ing a baseline for further comparison, this result confirms Kiesler et al.’s
(1994) suggestion that each actor on a well-designed team will have
measurable positive impact on the team’s overall performance. Each
simulation spanned 250 time periods, with a two-period lag at the begin-
ning of each run before removal of any particular actor. The removed
actor was not included on the team for the remaining 248 time periods.

In Figure 4, we show the actors ranked by performance impact and
grouped into two clusters based on a hierarchical similarity analysis that
minimizes average Euclidian distance differences between clusters
(Sokal & Michener, 1958).3 As might be expected given the relatively

3The hierarchical clustering technique used throughout the paper is based on average
linkage updating of distance between clusters (Sokal and Michener, 1958). The distance
between the coordinates of each actor (as determined by actors’ x and y values of themetric
being clustered, such as x ¼ degree centrality with y ¼ performance index) is calculated
as Euclidean distance. Then, the distance Dck between clusters c and k is computed as

Dck ¼ Tck=ðnc � nkÞ

where Tck equals the sum of all pairwise distances between actors in cluster c and cluster
k, and nc and nk are the sizes of clusters c and k respectively. At each stage of clustering
algorithm, the clusters for which Dck is the minimum are merged.
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high performance impact shown for the Leader, the initial clustering
analysis placed this actor in a distinct cluster. Since using that cluster
alone as a definition of the baseline ‘‘critical employees’’ is trivial, we
include the Leader and all employees in the second cluster as our
‘‘critical’’ group. Although specifying 11 out of 16 people on a team
as ‘‘critical employees’’ may seem high, it is consistent with our
proposed definition of criticality and is intuitively acceptable given
the small size of the test team and the typically high degree of special-
ization on software engineering teams (Carley et al., 1993). An interim
interview with the project manager also confirmed face validity of the
results.

It is clear from Table 2 and Figure 4 that different individuals have
different impacts on the team’s performance, contradicting Bienenstock
& Bonacich’s (2002) contention that removal of any single individual
results in the same impact on team performance and confirming
theories that such removals are actually deleterious (Price, 1977;
Mowday, Porter, & Steers, 1982).

As Table 3 confirms, the differences in impacts are generally signifi-
cant. The average effect size d (defined as MBase�Mn=SD) is 0.74, with
a range from 0.39 to 2.32, all with moderate to high levels of statistical
power (Cohen, 1988), indicating that all performance decrements are
significant. The z values for a hierarchical, two-tailed Wilcoxon signed
rank test of the difference in performance distributions between each
actor and the next-lower ranked actor show significance at p < 0.05 for
11 out of the 15 differences (see Table 3). Moreover, the values exhibit-
ing the least significance (0.0910 < p < 0.7114) are consistent with the
results of our clustering analysis (Figure 4).

FIGURE 4 Results of multi-agent simulation and cluster analysis showing
cluster of eleven ‘‘critical’’ employees.
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Computation and Comparison of Measures

Table 4 summarizes raw calculations of all social position and
knowledge-based indexes, and Figure 5 shows a relative comparison
of normalized values for each actor on the software team.

TABLE 3 Results of Wilcoxon Test Showing Significance of Differences
between Actors’ Performance Impacts (df ¼ 248)

Rank Actor % Impact Wilcoxon z p

1 LDR 3.705 – –
2 M1 2.170 �13.330 <.0001
3 M2 2.075 �5.999 <.0001
4 EE1 2.058 �0.370 <.7114
5 S1 1.963 �5.210 <.0001
6 EE7 1.949 �1.600 <.1096
7 EE3 1.838 �9.610 <.0001
8 S2 1.813 �2.040 <.0414
9 S4 1.730 �5.370 <.0001

10 S3 1.708 �2.930 <.0034
11 EE8 1.704 �0.590 <.5552
12 EE2 1.295 �13.490 <.0001
13 EE9 1.279 �1.690 <.0910
14 EE4 1.226 �3.000 <.0027
15 EE6 1.203 �2.110 <.0349
16 EE5 1.015 �7.760 <.0001

TABLE 2 Performance Results and Significance Based on 10,000 Simulations
(df ¼ 494, �p < .001)

M SD MBase�Mn t-value % Impact

LDR 63.800 1.056 2.455 17.651� 3.705
M1 64.817 1.649 1.438 8.952� 2.170
M2 64.880 1.683 1.375 8.483� 2.075
S1 64.954 1.791 1.301 7.804� 1.963
S2 65.054 1.725 1.201 7.331� 1.813
S3 65.123 1.807 1.132 6.761� 1.708
S4 65.109 1.790 1.146 6.878� 1.730
EE1 64.891 1.769 1.364 8.228� 2.058
EE2 65.397 1.736 0.858 5.221� 1.295
EE3 65.038 1.712 1.217 7.456� 1.838
EE4 65.443 1.793 0.812 4.870� 1.226
EE5 65.583 1.730 0.672 4.099� 1.015
EE6 65.458 1.797 0.797 4.776� 1.203
EE7 64.963 1.725 1.292 7.884� 1.949
EE8 65.126 1.788 1.129 6.780� 1.704
EE9 65.407 1.733 0.848 5.163� 1.279
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Figure 5 reveals results that are non-linear across measures but
consistent in many respects with expectations based on traditional
social network analysis. Despite a few exceptions (example, LDR,
S3, and EE2), degree and betweenness measures appear to be corre-
lated. In addition, the leaders of the team (LDR, M1, M2, and S1
through S4) have generally higher degree and betweenness centrality
measures compared to the employee group (EE1 through EE9).
Notable exceptions are employees EE7 and EE9, both of whom exhibit
centrality measures similar to the leadership group. Upon further
inspection, however, Figure 5 indicates clear inconsistencies between

TABLE 4 Computations of Measures

CID(n) CIB(n) TEIn KEIn KAIn CCMn

LDR 0.750 0.387 0.730 0.817 0 3
M1 0.625 0.433 0.789 0.747 0 4
M2 1.000 1.000 1.000 1.000 0 4
S1 0.750 0.697 0.769 0.532 0 4
S2 0.375 0.625 0.136 0.110 1 2
S3 0.500 0.957 0.136 0.044 0 1
S4 0.875 0.932 0.558 0.554 0 4
EE1 0.500 0.222 0.616 0.036 0 1
EE2 0.750 0.177 0.127 0.034 0 1
EE3 0.125 0.000 0.232 0.682 1 2
EE4 0.500 0.119 0.260 0.015 0 0
EE5 0.500 0.108 0.050 0.034 0 0
EE6 0.375 0.000 0.096 0.252 0 0
EE7 1.000 0.831 0.585 0.001 0 3
EE8 0.125 0.000 0.679 0.034 0 1
EE9 0.500 0.893 0.029 0.036 0 1

FIGURE 5 Measures results for all team members.

60 M. J. Ashworth and K. M. Carley



social position and knowledge-based measures. For example, while
employees EE1, EE3, and EE8 have relatively low degree and
betweenness centrality measures, they score among the highest in
terms of task exclusivity for EE1 and EE8 and in terms of knowledge
exclusivity for EE3. While not always the case, actors with low central-
ity measures may be more introverted ‘‘experts’’ (Burt, 1992; Prietula
& Simon, 1989), so the fact that EE3 and EE8 are near-isolates (see
Figure 2) is not inconsistent with such tendencies.

Evaluation of Propositions

Figures 6a through 6d reveal graphically the results of agglomerative
hierarchical clustering analysis performed on the degree, between-
ness, TEIn, and KEIn measures. We did not include graphs for the

FIGURE 6 Results of alustering analysis for (a) degree, (b) betweenness, (c) TEI
and (d) KEI. Critical actors are shaded, withþ or� indicating false positive=
negative. (a) Degree critical actors, (b) Betweenness critical actors, (c) TEI critical
actors, (d) KEI critical actors.
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TEIn and KEIn measures, but their clustering results are summarized
in Table 5 along with all other measures tested. These graphs indicate
that there is a ‘‘core’’ of three critical actors – M2, S1, and S4 – ident-
ified by all four indexes. However, as we hypothesized, the traditional
social position measures of degree and betweenness identify certain
actors who are not deemed critical in our simulation benchmark. In
one case, for example, the social position measures correctly identify
actor S3 as critical when the knowledge-based measures do not. In
other instances (example, EE2 and EE9), the social position measures
ascribe criticality erroneously.

In Table 5, rather than using numerical values, we indicate critical-
ity of an actor for any given index with the letter ‘‘C.’’ In the Social Pos-
ition Heuristic and Knowledge-Based Heuristic columns, we provide
heuristic measures denoting an individual as critical (C) if the union
of the respective social position (degree and betweenness centrality)
or knowledge-based (task, knowledge, and knowledge access exclusiv-
ity) measures yields a C. False negatives and false positives versus the
base case for each index are flagged with a ‘‘� ’’ or ‘‘þ ’’ sign, respect-
ively. For example, the ‘‘Cþ ’’ for employee EE2’s degree index, CID(n),
indicates that the degree index measure identified EE2 as critical, but
the ‘‘þ ’’ indicates that this result was a false positive. Likewise, the

TABLE 5 Critical Employee Groups as Determined by Clustering Analysis of
Index Results (� or þ Indicates False Negative=Positive)

Base case CID(n) CIB(n) TEIn KEIn KAIn CCMn

Social
position
heuristic

Knowledge-
based

heuristic

LDR C C � C C � C C C
M1 C C � C C � C C C
M2 C C C C C � C C C
S1 C C C C C � C C C
S2 C � C � � C C C C
S3 C � C � � � � C �
S4 C C C C C � C C C
EE1 C � � C � � � � C
EE2 Cþ Cþ
EE3 C � � � C C C � C
EE4
EE5
EE6
EE7 C C C C � � C C C
EE8 C � � C � � � � C
EE9 Cþ Cþ
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‘‘� ’’ shown for employee M1’s betweenness index, CIB(n), indicates
that M1 was not identified as critical according to the cluster analysis
of betweenness results, but the ‘‘� ’’ means this is a false negative (i.e.,
M1 should have been identified as critical).

Based on these results, we can now examine in detail our research
propositions. With respect to P1a and P1b, it is clear they cannot be

FIGURE 7 (a) ROC curves comparing degree, betweenness, TEI and KEI
measures. (b) ROC curves comparing composite, social position and knowledge-
based heuristic measures.
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rejected, as indexes CIDðnÞ and CIBðnÞ as well as the CIDðnÞ [ CIBðnÞ
relation (‘‘Social Position Heuristic’’) all display significant instances
of false negatives (affirming P1a) and false positives (affirming P1b).
As shown in Figures 7a and 7b, the area under the ROC curves for
the degree (area ¼ 0.44), betweenness (area ¼ 0.44), and social pos-
ition heuristics (area ¼ 0.43) are all unacceptably low. Thus, we accept
propositions P1a and P1b.

With respect to P2, Figure 7a shows that the ROC results for task
exclusivity (area under TEIn ROC curve ¼ 0.73) and knowledge exclu-
sivity (area under KEIn ROC curve ¼ 0.55) fare appreciably better
than those of social network measures, but these measures still do
not exhibit acceptably robust ROC levels (i.e., area under
curve > 0.80) when used alone. However, when used in combination,
the TEIn, KEIn, and KAIn identify EE1, EE3, and EE8 as critical,
and those instances alone are enough to prove non-constructively
that knowledge elements, particularly as represented by task and
knowledge exclusivity, can be used to identify critical human assets
that social network theory applied in isolation may overlook. As the
ROC curve analysis shows in Figure 7b, the ‘‘knowledge-based heuris-
tic’’ measure, where an individual is assigned ‘‘critical’’ status if
TEIn [KEIn [ KAIn ¼ ‘‘C’’, exhibited the highest degree of discrimi-
natory power and provides support for proposition 2.

Finally, we do not find support for our proposition that a synthesis
of theories, represented by the composite measure, CCMn, can be used
to reliably identify all critical human assets, since we find unaccept-
able levels of false negatives (S3, EE1 and EE8) and only a fair rating
with respect to the ROC curves in Figure 7b (area under CCMn ROC
curve ¼ 0.73). This result is not altogether unexpected, since the com-
posite measure results reflect the unfortunately high number of false
negatives indicated by the social network measures.

DISCUSSION AND CONTRIBUTIONS

Our results confirm that social network theory is reasonably robust in
predicting human capital performance but may present deficiencies
when task assignment and knowledge are taken into account. We
hypothesized that resource dependency theory may satisfy those defi-
ciencies and used task- and knowledge-based measures to show how a
resource-based view substantially improves the robustness of predict-
ing criticality of human assets based on their relative impact on
team performance. Notwithstanding the improvements offered by
knowledge-based theories, we find that no single measure or class of
measures identifies all critical human capital, but that a heuristic
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application of knowledge-based measures results in the highest overall
accuracy. As Figure 7 shows, the Knowledge-Based Heuristic
approach using our task- and knowledge-based measures alone results
in a significantly more satisfactory ROC curve than any of the other
measures (area under curve ¼ .91, compared with other values
ranging from 0.43 to 0.73).

Hence we believe the major contribution of our work is in providing
empirical evidence that the impact of individuals on team performance
is more closely associated with knowledge and task dimensions than
with social network structure. Our work also strengthens the tenets
of resource dependency theory by providing new motivation for
increased attention on the value of managing the knowledge and skill
bases of individuals in organizations.

Finally, our work contributes to the growing body of literature on
social network theory, human capital measurement theory, and
dynamic organization network theory. Traditional social network
theory is limited not only in its focus primarily on socio-metric aspects
of organizations, but also in its lack of practical ability to incorporate
the dynamic nature of those aspects. The survey-based data employed
in social network analyses are difficult to obtain and even more diffi-
cult or perhaps impossible to maintain longitudinally. The methods
proposed in this paper can operationalize theory using data that
may be more easily obtained dynamically, longitudinally and non-
invasively from existing organization information systems such as
ERP systems, human resource information systems, project manage-
ment databases, and knowledge databases.

With respect to potential shortcomings of social network theory, it
bears emphasizing that even though the social position measures used
in our study fared less convincingly compared to knowledge-based
measures, we do not believe this means that centrality measures are
not useful or valid. Traditional social network analysis focuses on
small numbers of linkages (such as friendship and advice) between
actors at only one point in time (Carley, 2004). Moreover, such analy-
ses assume perfect or near perfect information. Despite their limita-
tions as revealed in our analysis, such traditional centrality-based
approaches can clearly be richer in social dimensions that may have
important organizational implications in their own right, suggesting
that a synthesis of social network measures, such as information
centrality (Stephenson & Zelen, 1989) and continuing flow (Bolland,
1988), with resource-based approaches may provide a stronger combi-
nation of qualitative and quantitative insight on criticality of team
actors. The implications are consistent with Wasserman and Faust’s
(1994) observation that ‘‘one should not use any single centrality
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measure [since] each has its virtues and utility.’’ We extend this
admonition to knowledge-based measures as well.

Although our proposed integration of theory has intuitive and
empirical appeal, we also recognize potential limitations to its wider
application. For example, the accuracy of knowledge-based predictions
is based on the premise that key tasks and related knowledge ele-
ments are well understood for all actors in the organization. In reality,
these factors may not be understood at all, and depending on each
individual’s knowledge-sharing characteristics and the presence of
socially connected versus isolated members, certain knowledge ele-
ments may not become diffused in the group over time (Thomas-Hunt
et al., 2003). Even though we believe the task and knowledge elements
of our meta-matrix framework contributes to improving such under-
standing, assembling data could be just as daunting and costly as
social network analysis.

Another issue that may limit application of our theory is scalability
to teams that are larger or more diverse than the software team we
analyzed in our study. In particular, use of a single team as the central
source of empirical data may constrain generalizability. However, the
study incorporated essentially 17 teams by using simulation to ana-
lyze the base case view of the full 16-member team along with 16
‘‘experimental’’ teams, each with one of the 16 original members
missing. Scalability is affected not only by the size and number of
teams but also by the intensity of ties, level of decentralization, and
number of generalists versus specialists in the organization.
Additional research should explore just how ‘‘complete’’ the infor-
mation needs to be before results can be accepted with reasonable con-
fidence. With respect to accuracy of the measures, we believe that
more research is also needed on the effects of the a and b parameters,
since they may provide a means of increasing sensitivity. We suspect,
however, that any increase in sensitivity may come only at the
expense of specificity if the parameters are set a priori based on
traditional social network analysis or management intuition.

CONCLUSION

In summary, many dynamic facets of human capital, ranging from
power and social relations to attributes related to tasks, knowledge,
and resources, are crucial in understanding the relative contribution
of individuals to team performance. Our work shows that a
resource-based view focusing on knowledge provides the most robust
link between individual performance and team performance. Our
knowledge and task-based perspectives confirm empirically that key
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contributors may not always be obvious actors such as leaders and
managers, but rather those ‘‘everyday actors who offer something
absolutely unique, with a special history in every respect’’ (Barnard,
1938). In understanding and managing team performance, the knowl-
edge and skill possessed by those ‘‘everyday actors’’ may just represent
the most critical human capital of all.
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APPENDIX

APPENDIX A Actor Vector

1 LDR Project Manager
2 M1 Art Director
3 M2 Technical Lead
4 S1 Design Lead
5 S2 Interactive Lead
6 S3 Data Architect
7 S4 Application Architect
8 EE1 Designer
9 EE2 Web Developer
10 EE3 Usability Engineer
11 EE4 Business Analyst 1
12 EE5 Business Analyst 2
13 EE6 Software Engineer 1
14 EE7 Software Engineer 2
15 EE8 Software Engineer 3
16 EE9 Software Engineer 4
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APPENDIX C Task Vector

T1 Project Management
T2 Administration
T3 Detailed Supervision
T4 Reporting
T5 Usability=Wireframe
T6 Comps Design
T7 Content Development
T8 Screen Design
T9 Application & Network Management
T10 Data Model
T11 Application Architecture – Flows
T12 Application Architecture – Content Management
T13 Application Architecture – Screen Objects
T14 Application Architecture – Interface Design
T15 Application Architecture – Technology Platform
T16 Development – Data Repository
T17 Development – Screens
T18 Development – Content
T19 Development – Interfaces
T20 Testing – Integration
T21 Testing – System
T22 Testing – User Acceptance
T23 Migration
T24 Deployment

APPENDIX B Knowledge Vector

S1 Project Management Training=Experience
S2 Administrative Training
S3 Software Engineering Experience
S4 Team Supervision Experience
S5 General Programming Supervision Experience
S6 Application Architecture Design
S7 Creative Design
S8 Screen Design
S9 Network Management
S10 Data Modeling
S11 Database Programming
S12 Content Design and Development
S13 Usability=Navigation Design
S14 Web Development (HTML)
S15 ATG Dynamo Platform
S16 Unix=Java=Cþþ Programming
S17 Interwoven Platform
S18 Interface Design=Development
S19 Apache Platform
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APPENDIX D Social Network Matrix ðN � Nbnn�bnnÞ
LDR M1 M2 S1 S2 S3 S4 EE1 EE2 EE3 EE4 EE5 EE6 EE7 EE8 EE9

LDR 0 1 1 1 0 0 1 0 1 0 0 0 0 1 0 0
M1 1 0 1 1 1 0 0 0 1 0 0 0 0 0 0 0
M2 1 1 0 1 0 1 1 0 1 0 0 1 0 1 0 0
S1 1 1 1 0 1 0 0 1 1 0 0 0 0 0 0 0
S2 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0
S3 0 0 1 0 0 0 1 0 0 0 1 1 0 0 0 0
S4 1 0 1 0 0 1 0 0 0 0 0 0 1 1 1 1
EE1 0 0 0 1 0 0 0 0 1 0 1 0 0 1 0 0
EE2 1 1 1 1 0 0 0 1 0 0 0 0 0 1 0 0
EE3 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
EE4 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0
EE5 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 1
EE6 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1
EE7 1 0 1 0 0 0 1 1 1 0 1 0 1 0 0 1
EE8 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
EE9 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 0
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APPENDIX F Raw Skill=Knowledge Matrix ðSN � Sbn�bn Þ
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 S16 S17 S18 S19

LDR 1 1 1 0 0 1 0 1 0 0 1 1 0 1 0 0 0 0 0
M1 0 1 0 1 0 1 1 1 1 0 0 1 0 0 1 0 1 0 0
M2 0 1 1 1 1 0 0 1 1 1 1 0 0 1 0 0 1 0 0
S1 0 0 1 0 0 0 1 1 0 1 1 0 0 0 1 0 0 0 0
S2 0 0 1 0 0 1 0 0 1 0 0 0 0 1 1 1 0 0 0
S3 0 0 1 0 0 1 0 1 0 0 1 1 0 1 1 0 0 0 0
S4 0 0 1 0 1 1 0 0 0 0 0 1 0 0 0 0 0 1 1
EE1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 1 0
EE2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0
EE3 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0
EE4 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0
EE5 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0
EE6 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1
EE7 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
EE8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0
EE9 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0
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