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ABSTRACT

SORASCS is a service-oriented-plus framework for distributing and composing workflows
composed of services and thick clients to support data processing, analysis and experimentation.
We describe how SORASCS can be used to support "what-if" reasoning through the design,
running, and analysis of the results from a virtual experiment using an HSCB simulation model.
Given the experimental specification, SORASCS conducts the experiment using a distributed
grid platform, compiles the results, and provides tracking information for the end user.
SORASCS enables the user to rapidly move from raw data to analysis to forecasting and back;
thus supporting model reuse and sharing. This process is described and an example using a
border conflict experiment is shown.
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DESCRIPTION

Reasoning about the impact of courses of action can involve running virtual experiments
using simulation models. Experimentation control is critical. We describe how SORASCS can
be used to set up and manage virtual experiments. This process is illustrated using a specific
experiment that can be, and has been, run with and without SORASCS to explore the impact of
various courses of action in deterring hostilities in a hypothetical border-conflict between India
and Pakistan. Our focus is not the conflict or the virtual experiment, but the process of
experimental control as it supports a multi-modeling approach.

An important aspect in HSCB analysis is the ability to design virtual experiments for what-if
reasoning using simulation systems. Such what-if reasoning requires the analyst to use a
simulation model of the domain to be analyzed, instantiated with real-world data that specify the
parameters, events, and other data of interest, and to run a virtual experiment specifying
conditions and then statistically analyze the results. Since most HSC simulation models have a
stochastic component, the model needs to be run a large number of times. To speed processing,
this is often done by farming out or distributing the instances of the simulation across multiple
processors, tracking performance, and then re-collating the results.

To facilitate model re-use and the development and validation of these simulation models a
number of challenges need to be met. These challenges range from auto-instantiation of models
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in novel situations to tracking what model was used with what data to produce what results and
so enable re-assessment. Placing the simulation model in an environment for managing
workflows can help meet these challenges. Yet, from a purely workflow perspective there are a
number of challenges faced in adding a simulation to a workflow that are distinct from adding a
data-extraction, analysis, or visualization tool. These work-flow challenges include, setting up
the experimental design, establishing support for tracking models, inputs and outputs, handling
modeling hierarchies, supporting the various types of interoperability needed for multi-modeling,
and supporting distributed processing and data-reintegration. To meet these challenges
SORASCS was extended to support the management of virtual experiments.

SORASCS [2] is a service-oriented plus framework for the HSCB community that allows
tool providers to integrate HSCB tools as either web services or as thick clients and to run them
in a distributed environment. Analysts then construct workflows to automate and manage
common sequences of operations. One such workflow is gathering data, analyzing it, then
conducting a virtual experiment using a simulation tool as part of the course of action analysis.

Simulation models are an interesting workflow challenge as each model is typically built
within a simulation framework and then refined for a specific context. Re-use often requires
altering the context, the input, and even processes. How then can such models be integrated into
workflows? Our proposed solution is to use a principled specification hierarchy for the
incorporation of simulation models.

We find that in the majority of HSCB simulation models there is a hierarchy of increasingly
specified models built on top of a more general version of the model. Integrating the simulation
at the most detailed level removes the possibility of reuse in different contexts; but integrating at
the highest level places all the burden of model design in a new context on the end-user.
Potentially different users will want to use models at different levels in this specification
hierarchy. Consequently, the SORASCS system is designed to support the hierarchical
integration of models and to allow users to build and share workflows at different levels in this
hierarchy. Alternative views, management and project, enable different users to examine and use
models at different levels in this specification hierarchy.

In addition, in order to support the design and execution of virtual experiments, SORASCS
provides the following capabilities:

a. A common integration infrastructure that allows different simulation tools to be used.
Simulation tools are integrated into SORASCS as simulation services. SORASCS
provides a general, easy method for tool providers to integrate their simulators into
SORASCS so that they can be used in virtual experiments.

b. A virtual experiment design frontend that can be customized to different virtual types of
virtual experiments. For example, experiments for border conflict analysis or knowledge
diffusion within a group can be built that use particular models and simulators. These
types of virtual experiments can be further specialized to certain cases (e.g., border
conflicts of India and Pakistan, or of Northern and Southern Sudan). Each kind of
specialization can be shared.

c. Data services for storing and organizing the results of simulations, as well as for storing
the details of each experimental run so that it may be executed again in the case of new
data, or to get more results.

d. The ability to link to a distributed platform, e.g., a CONDOR cluster, for processing.
This allows multiple simulations to be run simultaneously on a cluster of machines
managed by SORASCS, and their results collated in a common location, providing



scalability. Typically, an analyst will want to run numerous such simulations (especially
if the simulations are statistical), and with different parameters (so that the effect of
different starting conditions and events can be compared). By using a cluster
environment, the simulations can make use of a more realistic model.

e. The ability to put a simulation in a workflow and take another models output as input,
and to use the same workflow with alternative simulation tools. By supporting multiple
types of interoperability SORASCS supports multi-modeling.

Currently, we have demonstrated this process using the Construct simulation system.
Construct [1][4], a multi-agent dynamic-network model for assessing the impact of interventions
on the flow of ideas, beliefs, and social activity. Construct takes into account how agents learn
through interaction and from diverse media predicated on their socio-cultural position in a meta-
network. As individuals learn they change what information they know, what they believe and
what they will do. The spectrum of experiment specificity that can be saved at any time includes
a general Construct experiment [3] and all details on the state of the agents modeled. From a
specification hierarchy perspective Construct can be used for a number of different experiments
across contexts. Thus we can think of a “deterrence” Construct, a “counter-terrorism” Construct,
a “crisis response” Construct and so on, differing by who the agents are, the information being
communicated, the beliefs and actions of relevance. At a more detailed level of specification
these instances of Construct can be further refined for particular experiments. For example a
deterrence Construct can be refined to used data on a border conflict between Pakistan and India
during a specific time period. All three levels of specification can be managed and linked to
each other in SORASCS.

To run a virtual experiment all levels in the specification hierarchy need to be linked into
SROASCS. As such the following activities must be done:

a. The developer provides the simulation model as a service and integrates the simulation
model with the SORASCS infrastructure. The developer also provides a specification of
the range of parameters that this model accepts. SORASCS provides this information to
the experiment designers at more detailed levels of specification so that they can tailor
the generic model to their particular domain.

b. An experiment designer further specializes this set of parameters to design a particular
kind of experiment (e.g., border conflict). The designer may provide models that set up
default parameters for that kind of experiment, as well as specify the subset of
parameters from (a) that may be left to the experiment runner to specify.

c. An experiment runner may specify the parameters to run the simulation, including the
number of runs and the number of timepoints for the simulation, giving values to the
parameters from (b). The experiment is then run by SORASCS.

SORASCS is flexible in the experiment design; at any level, the experiment can be saved and
shared. Experimentation parameters can be changed and the experiment submitted for sensitivity
analysis, including a change in the model. Using a cluster of computing resources multiple
experiments can be run simultaneously with results collected in a consistent manner aiding the

The Border Conflict experiment used 3,000 open source news articles and 24,000
government websites which were processed to create the meta-network of 2,535 entities (agents,
organizations, locations, knowledge, tasks, resources, and events) used as real-world input to the
simulation. Three vignettes representing actions before, during, and after conflict, with each
vignette having a different number of experiments: 2, 8, and 4 respectively for before, during,
and after conflict. These 14 experiments were each run 100 times for 300 time periods.



By providing an integration architecture, a flexible user interface for designing experiments,
and a means to run experiments in a distributed setting on a grid cluster, the Border Conflict
experiment was completed in under a month using real-world data. The experimentation starting
from a completed real-world meta-network data, through trial runs, and finally production runs
was completed in under two weeks.
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