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Abstract In the face of uprisings and revolutions happening in several countries
within short period of time (Arab Spring 2011), the need for fast network assessments
is compelling. In this article we present a rapid network assessment approach which
uses a vast amount of pre-indexed news data to provide up-to-date overview and ori-
entation in emerging and ongoing incidents. We describe the fully automated process
of preparing the data and creating the dynamic meta-networks. We also describe the
network analytical measures that we are using to identify important topics, persons,
organizations, and locations in these networks. With our rapid network modeling and
analysis approach first results can be provided within hours. In the explorative study
of this article we use 108,000+ articles from 600+ English written news sources
discussing Egypt, Libya, and Sudan within a time period of 18 months to show an
application scenario of our approach. In particular we are looking at the involvement
of other countries and their politicians during time periods of major incidents.

Keywords Rapid network analysis · Rapid assessment · Network text analysis ·
Dynamic networks · Two mode networks · Weighted networks

1 Introduction

News articles from a large number of newspapers, news agencies, and magazines
provide daily information about incidents in every country of the world. In case of
larger events, e.g. the protests and revolutions during the Arab Spring 2011, a sin-
gle web archive (e.g. LexisNexis) makes available hundreds of news article for a
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specific country by day. The analysis of the content of such written information has
been a challenge over the last decades (Holsti 1969). Extracting semantic networks
and meta-networks from texts is a widely-used approach to gain insights into com-
plex socio-cultural systems encoded in unstructured text data. Network text analy-
sis (Carley 1997) creates networks of words and underlying concepts connected by
co-occurrence within the same sentence, paragraph, or document. The extraction of
actors (people, organizations, etc.) from unstructured text data as well as the recon-
struction of the social structure (Diesner and Carley 2005) of these actors is a key
task of the data-to-model process of network text analysis (Diesner and Carley 2004).
This process combines methods from text mining and machine learning (Diesner and
Carley 2008) with the knowledge of subject matter experts.

In opposite to network text analysis which uses unstructured text data to extract
networks, Batagelj et al. (2002) suggest to using structured texts to create semantic
networks. A structured text is connected to keywords or tags describing the content of
the text, e.g. scientific article are index with keywords by their authors or afterwards
by human indexers (Bertrand and Cellier 1995). Pinning tags to texts in the web
and sharing bookmarks are further manual ways to structure text data (Hotho et al.
2006) by crowdsourcing the work force of a large number of people (Howe 2008). In
the context of news articles index items (Mayfield et al. 2002) are normally assigned
automatically to predefined concepts through text categorization (Dumais et al. 1998)
using decision rules (Apte et al. 1994), Bayesian networks (Chickering et al. 1997),
or other machine learning approaches.

When applied to text data discussing a specific country, network text analysis
(Carley 1997) can provide a rapid ethnographic assessment (Harris et al. 1997) of
the structure and dynamics of this country (Diesner and Carley 2010). This rapid
ethnographic assessment data-to-model process (Carley et al. 2011a, 2011b) can be
accomplished in some weeks, which is a huge gain of time compared to traditional
scientific assessment approaches. Nevertheless, in the face of the Arab Spring, when
protests and revolutions start in a dozen countries within a short period of time, even
this processing time turns out to be insufficient when scientists as well as decision
makers want to get a first overview of a new incident and the pre-incident conditions.

In this article we introduce a data-to-model process to utilize automatically pre-
structured text data for a rapid network text analysis method. Using texts, which are
already indexed or categorized, result in a tremendous saving in time. In combination
with optimizing other steps of the data-to-model process, i.e. the network handling
and the analysis of dynamic networks, a rapid network assessment can be offered.
This rapid network assessment can provide first analysis of countries with emerging
or ongoing conflicts or natural disasters within hours. We do not discuss text mining
or text categorization here, but use pre-structured data from news article to extract
and analyze networks and elaborate this data-to-model approach in detail. We focus
on the index items and their relevance scores for articles provided by the LexisNexis
Smartindexing system. Using these pre-structured index items allows us to create a
fully automated data-to-model process which is a pre-condition for a rapid analysis
of networks based on texts.

Creating networks based on co-occurrence of items in common article includes
folding two-mode networks of articles and items to one-mode networks of items.
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Even two-mode networks have a long tradition in social network analysis (Davis
et al. 1941), the networks which we create in this article have a barely discussed
characteristic—they are weighted with relevance scores. Therefore, we also discuss
the implication of these weighted networks to the folding process and for the mea-
sures used to calculate important persons, organizations, and topics. We demonstrate
the application of the data-to-model process and the network analysis in the explo-
rative study of the article which covers three countries with different incidents in a
similar time period: the revolution in Egypt, the war in Libya, and the separation into
two countries in Sudan. By analyzing 108,000+ articles from 600+ news sources
over a time period of 15 months analyze the look at the change during these inci-
dents compared to the pre-incident situation. In particular we are interested in the
involvement of foreign countries during the incidents.

In following section two the rapid network analysis approach is introduced and
compared to the classic network analysis procedure. In section three we describe
the data-to-model process of extracting the data and constructing the networks. The
networks created in section three are used for the case studies in section four where
we identify important topics, persons, and countries and analyze change over time.
In the final section we discuss advantages and drawbacks of the rapid modeling and
analyzing approach.

2 Rapid network assessment

Networks are relational representations of real world systems. A set of nodes N mod-
els agents, organizations, companies, etc. and a set of edges E describes the connec-
tion between the nodes. A single edge e ∈ E (also called link or connection) connects
exactly two nodes u,v ∈ N . A network is usually stored in a matrix M and the cell
m(u,v) holds information about whether the two nodes u and v are connected. If the
links between all connected pairs of nodes are not discriminated by a link weight then
the network is unweighted. In case of different link weights the network is weighted.
We denote the weight of a link connecting the nodes u and v with w(u,v). A self-loop
w(u,u) is a link from a node to itself. If for all u and v w(u, v) = w(v,u) then the
network is symmetric, otherwise asymmetric. The networks discussed in this article
are weighted, symmetric, with self-loops, and can consist of multiple components.

If the set of nodes in a given network consists of a single group (e.g. people),
the network is called a one-mode network. When the nodes of a network are concepts
extracted from texts and the edges are co-occurrences of concepts, e.g. within a single
sentence or document we use the term semantic network (Diesner and Carley 2005).
If two different sets of nodes are connected by edges (e.g. people participating at
events or items occurring in articles) the network is called two-mode (Borgatti and
Everett 1997; Faust 1997). A meta-network (Carley 2002a, 2002b) is created by two
or more different node sets and is therefore composed of several connected one-mode
and two-mode networks. If network data is available for more than one time point the
term dynamic network is used. Usually dynamic networks are created by aggregating
data within a specific time period (e.g. one week, one month, etc.) into one key-
frame. A key-frame of a dynamic meta-network includes the node classes and several
networks describing the connections between the nodes.
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Table 1 Network assessment approaches

Analysis Method Result Time

High
Overview

Rapid Network Assessment, Data Mining
Selected Network Analytics

High Level Insight
Some Analysis
& Comparison

A few hours
to a day

Detailed Rapid Ethnographic Assessment—Text Mining
Machine Learning (Data to Model)
Network Analytics
Simple Simulation

Deep Dive A few days
to a month

Scientific Multi-Method
Simulation

Conclusions
Forecasting

Several months

Fig. 1 Rapid network assessment workflow to analyze dynamic socio-cultural systems

In the context of semantic networks thesauri (Carley and Columbus 2011) are
used in different contexts. A generalization thesaurus standardizes different phrases
with the same meaning (e.g. USA and United States of America). A meta-network
thesaurus groups the concepts to different node classes (e.g. agents, organizations).
The classification of the concepts into node classes is an essential task to transform
the semantic network into a meta-network.

We distinguish three network assessment approaches. Table 1 gives an overview
of these approaches. This enumeration can also be seen as an analysis pyramid. With
every additional line of analysis, the results get broader but also the time needed for
analysis increases. In this article we focus on this first network assessment approach.
We discuss the methods and characteristics of this approach in the following.

Figure 1 shows the workflow of the rapid network assessment approach for ana-
lyzing dynamic socio-cultural systems. In the following enumeration the challenges
are listed where automation and optimization are necessary to make the workflow
actually rapidly.

These following nine points can be seen as an agenda towards a rapid network
assessment of dynamic socio-cultural systems. In this article we discuss essential
parts of this workflow covering the gathering and processing of structured text data,
the data-to-network modeling, and the analysis of the dynamic meta-networks.

1. Mining of structured and semi-structured data to gather a large amount of
diverse information about a specific socio-cultural system. 2. Text mining of un-
structured text data to extract agents, organizations, etc., but also to identify tasks,
knowledge, and resources and to find opinions and beliefs (a.k.a. sentiment analy-
sis). 3. Fully automated data-to-model processes to generate dynamic meta-networks.
4. Developing new network analytical algorithms for dynamic meta-networks and op-
timize existing algorithms to get results within an adequate time period. 5. Efficient
change detection algorithms for an up-to-date identification of forerunners of change
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in upcoming or ongoing incidents. 6. Innovative visualizations and visual analytic ap-
proaches to optimize the computer/analyst interaction and to utilize the human power
to capture complex interrelations. 7. Connecting dynamic socio-cultural data with ge-
ographical information to identify patterns (trails) in time and space. 8. Modeling and
simulation of real world socio-cultural systems based on gathered data and analyzed
networks to better understand the underlying dynamics of the systems. Immediate
impact analysis to explore possible strategic interventions (e.g. remove one or more
nodes or links). 9. Server based multi-user systems to handle the processes and store
the data (e.g. in MySQL data bases) efficiently.

3 From news articles to the analysis of dynamic meta-networks

In the following sub-sections the different steps of the data-to-model process and the
analysis of the networks are described. To illustrate these steps, data from Egypt,
Libya, and Sudan is used. We will use the data gathered and processed in this section
for the illustrative study of Sect. 4. First, the news articles are gathered from the
LexisNexis news archive. Second, the index items which describe the content of the
articles are extracted. Third, the data is cleaned to improve quality of the following
analysis. Forth, dynamic meta-networks are created based on the co-occurrences of
items. Fifth, we describe some network measures which we have used for the analysis
of the explorative study in Sect. 4. Finally, the technical environment for the data-to-
model process and the network analysis is described at the end of Sect. 3.

3.1 LexisNexis news article archive

The news data used for this article is part of the CASOS/CMU Arab Spring data cov-
ering 18 Northern African and Middle East countries. The data is gathered from the
LexisNexis Academic1 news archive. Selecting “Major World Publications” includes
about 600 English written news sources (newspapers, magazines, press agencies).
The time period of the data includes July 2010 to September 2011. This time period
covers the revolution in Egypt, the uprisings and the following war in Libya, and
the referendum of independence of South Sudan as well as the separation into two
countries. The first ten months of the data were gathered in April and May 2011, the
following months of data where extracted five to ten days after the end of each month.

The LexisNexis Smartindexing system (which we discuss more in details later in
this article) allows for searching for articles discussing specific topics. Adding the
geographical index terms Egypt, Sudan, and Libyan Arab Jamahiriya results in all
articles indexed with at least one of the three country items. As the maximum number
of articles to search for and to export is limited to 3,000 articles, the news articles are
selected and exported by day. The 457 days of the observation period include 108,505
articles for the three countries of interest.

International media coverage often connects incidents in different countries with
each other e.g. the beginnings of the uprisings in Libya are often compared to the in-
cidents happened in Egypt some weeks before. Articles describing the war situation

1http://www.lexisnexis.com/hottopics/lnacademic/?

http://www.lexisnexis.com/hottopics/lnacademic/?
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Fig. 2 Articles per country by week for Egypt, Libya, and Sudan

in Libya and discussing differences to the situation in Egypt connect the conflict top-
ics with Egypt. This leads to a high importance of conflict and war topics in articles
discussing Egypt even the situation was relatively peaceful in Egypt at this time.

To avoid artifacts based on these cross references, we make use of a feature of
the LexisNexis Smartindexing system; every index item of an article is scored with
a relevance value which rates the importance of the item for that specific article. We
use these relevance scores to assign every article to a single country depending on
the highest country value. Doing so, we gathered 38,228 articles for Egypt, 45,152
for Libya, and 25,125 for Sudan. Figure 2 gives a first overview of the amount of
articles over time. The aggregation level is by week (Monday to Sunday) excluding
the first four days of the observation period to create 66 seven day weeks. The scaling
of the y-axes is different for the three countries; the peaks of high media interest are
much higher in Egypt and Libya than in Sudan. In the Egypt chart the escalation of
the incidents resulting in the Egypt revolution in January and February 2011 are well
documented with a huge peak in media coverage. In Libya we can see two large peaks
of media coverage. The first peak is reached during the escalation of the demonstra-
tions in the second half of February and lasts until the start of the war in Libya in the
second half of March (“Path to War”). The second peak in Libya’s media coverage
marks the second half of August when the rebels took over Tripoli and the last part
of the Libyan war started (“Fall of Tripoli”). The picture for Sudan looks different
as the change of media awareness between high and low media coverage is less ex-
treme. The first increase in media coverage towards the referendum of independence
of South Sudan (“Referendum”) is paused the Christmas holidays of western jour-
nalists and media. This effect is also visible in the other charts. The second, higher
but shorter, peak is caused by the actual independence of South Sudan which took
place on July 9th 2011 (“Separation”). These media peak periods (marked gray in the
charts in Fig. 2 are in the focus of the further analysis in Sect. 4.

3.2 Index items and their relevance scores

In the previous sub-section we mentioned the LexisNexis Smartindexing items and
their relevance scores. In this sub-section we take a closer look at these index items.
The index items are provided to help users of the media archive to better find their
interested articles. After exporting the full articles with the index items these index
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Table 2 Number of items per
category for the countries
of interest

Category Egypt Libya Sudan All

Subject (S) 3,690 3,317 2,810 4,029

Geographic (G) 761 707 630 794

Person (P) 693 688 314 979

Organization (O) 553 421 337 807

Company (C) 1,887 1,611 559 2,993

Industry (I) 882 837 465 1,097

Ticker (T) 1,279 1,163 336 1,872

All Categories 9,745 8,744 5,451 12,571

items can be extracted from the news articles. Index items have the following repre-
sentation:

SUBJECT: PROTESTS & DEMONSTRATIONS (90 %)
GEOGRAPHIC: EGYPT (95 %); YEMEN (80 %)

The 108,505 articles gathered from Egypt, Sudan, and Libya are described by 16.4
index items on average resulting in 1,778,849 index items. The index items provide
two additional features which are very useful for the data-to-network process de-
scribed in this article. First, every index item is connected with a relevance score to
an article. Looking at the three index items enumerated above shows a 95 % rele-
vance of the index item Egypt for this specific article, while the relevance score for
Yemen is just 80 %. Without reading the article these index items indicate an article
discussing the protests in Egypt and referring to incidents in Yemen. The relevance
scores provided by LexisNexis are within the range of 50 % and 99 %. The second
feature of index items is the classification of all items into seven different groups. We
will use these groups later as different modes of our meta-networks.

At this point we take a closer look at the distribution of the items of the seven
categories. Table 2 lists the number of items per category for Egypt, Libya, and Su-
dan. Subject items are topics and describe the content of the article (e.g. conflicts,
economic news, human rights). Geographic items include countries, cities, or re-
gions (e.g. Middle East). Persons are primarily politician but also other well-known
people (e.g. movie actors, athletes). International organizations (e.g. NATO), terror
groups (e.g. Al-Qaeda), and other associations are groups to the category Organiza-
tion. Company describes business organizations, Ticker represents the stock exchange
abbreviations of companies, and Industry assigns business related articles to an in-
dustry classification system (NAICS). Table 2 shows a high proportion of business
related index items (the last three categories) presuming a large number of articles
discussing business topics.

3.3 Data cleaning

The LexisNexis Smartindexing system is based on automatically assigning pre-
defined index items to news articles. The decision whether an item connected with
an article or not is rule based. This top-down approach results in very clean data. The
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index items can be almost immediately used for statistical analysis or for the further
network generation process. Nevertheless, we add some data cleaning steps to our
data-to-model process to increase the quality of the analysis outcome. The first step
of data cleaning is a meta-network thesaurus. The LexisNexis Smartindexing system
groups every item into one of the seven categories enumerated in Table 1. This cate-
gorization is not always stable, i.e. one item can be put in two different categories in
different articles (e.g. United Nations is an organization, but sometimes it is labeled
as company). To automatically decide which classification is correct, we suggest two
simple rules.

1. The category from the younger article is more likely to be correct than from the
older article.

2. Classifications which are assigned more often are more likely to be correct than
those which are assigned rarely.

The second cleaning step is a generalization thesaurus. This kind of thesaurus is
used to convert different ways of referring to the same concept to a common form.
The process of standardizing writing is a very essential part of text analysis data-
to-model processes because insufficient standardization has very negative impact on
subsequent analysis. In case of using pre-structure texts with index items provided
by a third party, this cleaning step can be neglected. As the indexing process happens
through a top-down approach with pre-defined index items, different writings of the
same concept are the result of an inaccurate item list rather than of the underlying
text data. When adding a second source of pre-structured text data, this issue is again
important because different indexing systems use different index items. As the data
used for this article uses a single source, the generalization thesaurus consists of a
very small number of items. Finally, deleting multiple index items within one article,
which can be a result of the applied thesauri, is a last and easy to process data cleaning
step.

Even we do not apply additional data cleaning procedures to the data used for this
article, we want to point the attention of the reader to another possible data cleaning
step when dealing with data from news archives. As in news archives one article can
occur more than once, e.g. an article written by a press agency is used by different
newspapers, a de-duplication of identical articles is a widely used method to avoid
overrepresentation of specific topics. Normally, identifying identical articles is a non-
trivial and fuzzy task because changing or adding some words results technically in a
new article while actually it is just another copy of the same article. In case of indexed
articles it is possible to easily and rapidly identify identical articles. The index items
(and their relevance scores) can be seen as lower dimensional representations of the
articles and there is very high chance that articles, which are mapped to the same 10
to 15 index items with identical relevance scores, are actually identical.

In classical text analysis procedures (Diesner and Carley 2005) cleaning the data,
creating the list of interesting concepts, and assigning the concepts to meta-network
classes is very time consuming and requires the knowledge of subject matter experts.
When using pre-structured text data which is indexed by a third party, we outsource
these steps. This results on the one hand in a tremendous gain of time for the data-
to-model process but, on the other hand, puts us into a position of dependency on the
quality of the applied indexing systems.
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3.4 Semantic networks and meta-networks

In the first part of the data-to-model process we gathered the news articles and pre-
pared the index items. These index items, together with their relevance scores, can
be used for statistical content analysis to show important topics for selected countries
(e.g. concept frequency) or to show the change of topics over time. We will show
some statistical analysis in the explorative study in Sect. 4. In the following we use
the index items to create semantic networks and meta-networks.

Persons, Organization, etc. which occur in news articles can be used to construct
networks. The underlying assumption of this process is that items co-occurring to-
gether in the same articles are somehow connected with each other. The networks
created in this way have the items described previously as the set of nodes and the
co-occurrences of items in articles generate the set of edges. The articles and their
enumerated items can be interpreted as a two-mode network. The process of creating
networks by looking at co-occurrences of items within the same articles is equiva-
lent to the process of transforming two-mode networks to one-mode networks and
is called network folding. When folding the document/item network, the resulting
one-mode network is a semantic network of index items. The links of the semantic
network describe the co-occurrence of items within the same articles. We discuss the
calculation of the link weights of this network later. Prior to that, another transforma-
tion step is introduced. As the items are grouped into seven node classes, we are able
to create a lot of different networks which are sub-networks of the semantic network.
Table 3 shows the different one-mode and two-mode networks which are combined
to a meta-network, e.g. the SP-network represents the co-occurrences of subject and
person items while the CC-network holds the co-occurrences of companies.

When folding two-mode networks to one-mode networks the link weights of the
new one-mode networks have to be calculated. In case of two-mode data based on
people and their participation at the same events (Davis et al. 1941) the link weight
between two persons is the number of events they participated in together (Borgatti
and Everett 1997). This approach could also be applied to items and co-occurrence in
news articles. But, the news data which creates the item/document connections of our
data is weighted. Every item is connected to an article with a relevance value. The
higher the value is the more relevant is an item for a specific article. When counting
the number of item co-occurrences we lose this relevance information. To illustrate

Table 3 Converting a two-mode item/document network to a seven-mode meta-network

Document (D)

Subject (S) DS

Geographic (G) DG

Person (P) DP

Organization (O) DO

Company (C) DC

Industry (I) DI

Ticker (T) DT

→

S G P O C I T

Subject SS SG SP SO SC SI ST

Geographic GG GP GO GC GI GT

Person PP PO PC PI PT

Organization OO OC OI OT

Company CC CI CT

Industry II IT

Ticker TT
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Table 4 Two example articles

Article 1 Article 2

0.95 Libya (Geographic) 0.99 Egypt (Geographic)

0.95 Human Rights (Subject) 0.95 Protests & Demonstrations (Subject)

0.55 Protests & Demonstrations (Subject) 0.55 Human Rights (Subject)

Fig. 3 Visualization of the co-occurrences of the two example articles, left: number of co-occurring arti-
cles, right: weighted folding

this problem and our suggested solution we assume two articles, each connected to
three items (see Table 4).

The different relevance scores suggest one article discussing primarily the topic of
human rights in Libya while also protests and demonstrations are mentioned and
another article where Egypt as well as protests and demonstrations are in focus
while human rights is connected by a lower relevance score. Counting the number
of co-occurrences leads to the left picture in Fig. 3; both subject items are con-
nected to each of the country items with the same link weight and the two subject
items are connected with a link weight of 2.0 because they co-occur in both arti-
cles. The right visualization of Fig. 3 shows the same folded network but the link
weights are calculated based on a weighted folding approach. Instead of counting
every co-occurrence equally (with the values 1.0), the relevance scores are taken
into account by using the minimum value of the items for every co-occurring ar-
ticle, e.g. for Human Rights and Protests & Demonstration the new link weight is
min(0.95,0.55) + min(0.55,0.95) = 1.1. The differences of the relevance scores re-
main in the folded network.

Taking the minimum of the relevance scores views an article as a collection of
overlapping topic areas where the maximum size of the intersecting area is limited
to the size of the smaller area. Following this logic we could also multiply the two
values. The generalization of this approach can be found in Eq. (1). If a one-mode
item/item network is created from a two-mode article/item network with |A| articles,
then the link weights of the folded one-mode network is the average value of a link
weight function f of the two-mode network weights. For the purpose of this arti-
cle we use minimum for the link weight function. Of course, every possible other
function can be used (e.g. maximum, average, product). The selection of the link
weight function is dependent on the content of the networks, e.g. when folding two-
mode networks of people and knowledge the minimum could be reasonable if the
content of the person/person interaction is expert communication, in cases where the
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person/person interaction is used to solve problems, a maximum folding function is
more accurate.

ωab =
∑|A|

i=1 f(ωai
,ωbi

)

|A| (1)

Folding the networks using Eq. (1) offers another feature when looking at the case
a = b when applying minimum, maximum, or average link weight functions; we can
use the diagonal elements of the one-mode networks of our dynamic meta-networks
to store the average relevance score of an item itself. Therefore, the statistical analysis
of the relevance of items over time (see Sect. 4.1) can also be achieved with the
dynamic meta-networks.

3.5 Network measures in weighted networks

To identify important nodes in networks, Freeman’s (1979) centrality measures, de-
gree centrality, betweenness centrality, and closeness centrality, are widely-used.
Freeman defined these measures for un-weighted, symmetric, and connected net-
works which do not have self-loops. The networks created through the data-to-model
process described in this article are weighted, and can be unconnected. Wei et al.
(2011) enumerate the different adjustments for the most commonly used social net-
work measures in case of weighted, asymmetric, self-linked, and disconnected net-
works. In the following paragraphs we focus on the implications for weighted, but
symmetric networks when calculating degree centrality (Freeman 1979), between-
ness centrality (Freeman 1977), and eigenvector centrality (Bonacich 1972). For cal-
culating these measures we ignore self-loops in the networks. We use these measures
in the following section for the illustrative study. Applying weighted measures pro-
vides another advantage. We do not need to discuss the issue of deleting lines with a
weight lower a certain threshold because these links are automatically assigned little
importance by the weighted measure algorithm.

Degree centrality (Freeman 1979) reports the number of connection of a node. In
case of weighted networks, the sum of the line weights is calculated rather than the
number of lines. Equation (2) shows the modified formula for the normalized degree
centrality for weighted networks. As our networks are symmetric and exclude self-
loops, just one half of the matrix without the diagonal elements is taken into account.
The divisor of Eq. (2) is the normalization to bring the result of every node within the
range of 0 and 1. Normally, w∗ is the value the maximum link weight in a network
matrix (Wei et al. 2011). For the networks created with the folding process described
above we know the maximum possible link weight in the matrix; w∗ = 0.99 in case
two articles occur together in every article with the maximum possible relevance
values of 0.99.

C′
D(k) =

∑|N |
v=1,v>k wv,k

(|N | − 1) · w∗ (2)

Betweenness centrality (Freeman 1977) is used to measure the extent a node is be-
tween other nodes. To calculate betweenness centrality the shortest paths between all
pairs of nodes are calculated and nodes being on these shortest paths are awarded with
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betweenness scores. Equation (3) shows the formula for the normalized betweenness
centrality in symmetric networks. The formula remains unchanged from Freeman
(1977) but the breath-first search algorithm used to actually calculate the shortest
paths between the nodes (Brandes 2001) is altered to a weighted breath-first search
procedure (Wei et al. 2011). The weights calculated in our networks are similarity
weights, i.e. the higher the value the stronger is the connection between two nodes.
On the opposite, the weighted breath-first search procedure uses weights as distances,
i.e. links with smaller weights are used earlier than links with higher weights. There-
fore, the link weights of the dynamic meta-networks have to be inverted by sub-
tracting from a fixed value which is slightly larger than the highest possible value:
w(a,b) = 1.0 − w(a,b) if w(a,b) > 0.0.

C′
B(k) =

|V |∑

u=1

|V |∑

v=u+1

2[gu,v(k)]
gu,v[|V |2 − 3|V | + 2] (3)

Eigenvector centrality (Bonacich 1972) is a measure to identify powerful nodes
in a given network. Eigenvector centrality takes weighted networks into account but
lack to cover another network characteristic. Wei et al. (2011) point to the artifacts in
the context of eigenvector centrality in case of unconnected networks. As we cannot
guarantee that our networks are connected, we calculate eigenvector centrality per
component normalized with the component size Nk of the component including node
k to identify powerful nodes in our networks (Wei et al. 2011). The additional nor-
malization of Eq. (4) with

√
0.5 describes the maximum possible result of unscaled

eigenvector centrality for a single node.

C′
E(k) =

1
λ

∑|V |
v=1 wk,vCE(K)√

0.5

Nk

N
(4)

3.6 Data handling and measure calculations

The news articles are exported from the LexisNexis Academic web site using the data
export procedure offered by the website. The fully automated pre-processes steps of
cleaning and preparing the data are organized within SORASCS (Service-Oriented
Architectures for Socio-Cultural Analysis) introduced by Garlan et al. (2009). The
news articles and the index items are stored in a MySQL database. The dynamic meta-
networks which are extracted from the data base are stored in the DyNetML data
format (Tsvetovat et al. 2004). The calculations of the network measures over time
are accomplished with ORA (Carley et al. 2011a, 2011b). Exporting the data, pre-
processing the index items, generating the dynamic meta-networks and calculating
the measures one can find in the following illustrative study takes about one hour for
one month of data.

4 Explorative Study on Egypt, Libya, and Sudan

In Sect. 3 we discussed the data-to-model process of transforming the index items
of news articles to dynamic meta-networks of Egypt, Libya, and Sudan. We already
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showed the number of articles over time in Fig. 2 as well as the number of nodes in
the seven node categories for the three countries in Table 2. In this section we take
a closer look at the networks over time. We first provide statistics over time for the
most relevant subject items per country. Second, we use the dynamic meta-networks
to identify important persons, organizations, and geographic items over time. The
common focus of our analysis will be the involvement of other countries during the
incidents happened in the three countries. For the following calculations we con-
structed three (one for each country) dynamic meta-networks based on the procedure
described in Sect. 3. These dynamic meta-networks include 9,745 (Egypt), 8,744
(Libya), and 5,451 (Sudan) nodes. The seven node categories create 28 networks (7
one-mode and 21 two-mode networks). The 66 weekly time periods therefore result
in 5,544 networks for the three countries. When analyzing the networks, we focus
on the specific time periods of interest of the three countries. In Fig. 2 the inter-
esting time periods as well as some weeks before these time periods are marked
gray. These are the time periods we will focus in the following analysis to show the
change in topics and in the networks happened during the major incidents happened
within the 18 months observation period. In particular we the following weeks are an-
alyzed: Egypt 51/2010-11/2011, Libya 2/2011-17/2011 and 32/2011-37/2011, Sudan
42/2010-4/2011, 23/2011-30/2011.

4.1 Topics that dominated media coverage

We first look at the change of the most relevant items over time. The aggregation level
of this analysis is by week. The relevance of an item for a specific country by week is
calculated by summing up the relevance scores for an item in all articles in which this
item occurs divided by the overall number of articles of the country. This first analysis
of the explorative study of this article is statistical. Nevertheless, we use the dynamic-
meta networks created in Sect. 3 for this analysis as we stored the average relevance
scores for every time period in the diagonal of the one-mode networks of the meta-
networks. From the list of the most relevant items before and during the incidents
we manually select a couple of the subject items of the three countries. In the list of
relevant topics of all countries the index item International Relations fits our need
to examine the involvement of other countries. War & Conflict and Religion are also
selected for all three countries. In addition Terrorism and Protests & Demonstrations
are selected for Egypt and Libya while Referendums and Separatism & Secession are
selected for Sudan.

The charts in Fig. 4 visualize the relevance of these subject items for the selected
time periods. The x-axes represent the number of the week starting in 2010 and
changing to 2011 with week number 1. The y-axes are the average relevance val-
ues of subject items by day. For Libya and Sudan the analyzed weeks are from two
separated time periods. Therefore, the charts are interrupted. The gray areas on bot-
tom of all three charts show the relevance of War & Conflict indicating very peaceful
incidents in Egypt (left picture), a medium conflicting situation in Sudan, and a very
high conflict level in Libya caused by the war in this country.

For Egypt, the high level of the topics Religion and Terrorism at the turn of the year
is the result of a suicide bombing outside a Coptic Christians church in Alexandria on
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Fig. 4 Important subject items over time for Egypt, Libya, and Sudan

New Year’s morning where 23 people died.2 But these two topics stay on a stable (an
in case of Terrorism very low) level during the Egypt revolution indicating that nei-
ther religious topics nor terrorism are important topics during the Egypt revolution.
Looking at the overall data of 15 month from July 2010 to September 2011 shows
that Religion is constant in a relevance range between 0.10 and 0.15 and Terrorism
is below 0.05 except for short intervals after incidents like the New Year’s bombing.
The Protests & Demonstrations curve for Egypt traces the escalation of the demon-
strations at the end of January, the ongoing protests until the Hosni Mubarak resigned
from being president of Egypt, and the following relaxation of the situation. Compar-
ing the evolution of Protests & Demonstrations and International Relations suggests
evidence that the international involvement in Egypt is a result of the protests and
focuses on the demission of Mubarak.

The situation in Libya, which is illustrated in the second picture of Fig. 4, looks
different. In Libya the conflict level is much higher during the protest peak in week
7 and increases constantly towards war. The values of International Relations are a
sign of that the conflict escalation, which started at the peak of the protests, happened
parallel to the increasing involvement of foreign countries. The media coverage of
International Relations decreased with the progress of the war implying incidents
which are more and more considered as civil war by international media. The media
coverage of War & Conflict starts to decrease with the collapse of the Gaddafi regime
in August 2011. In parallel, the interest in International Relations increases again.

Finally, the third picture shows the topic dynamics of Sudan which is dominated
by the referendum of independence of South Sudan. Compared to incidents in Su-
dan during recent year, the importance of conflict topics stood stable on a relatively
low level in the weeks before and during the referendum. Also religious topics are
little discussed during this time which is also different from the situation in previous
years. The separation itself, which took place during the second part of our selected
time period, was of much smaller media dominance than the referendum in January
2011. During this time the media coverage of conflicting incidents increased, but also
discussion about International Relations. The constant, high level of media coverage
on International Relations can be seen as an indicator for an increased international
awareness of the critical overall situation in Sudan.

2As week 1 starts on Monday, January 3rd, New Year’s Day is part of week 52.
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The charts in Fig. 4 show that the average relevance scores by time period are good
representations of incidents in specific countries. To analyze these items over time is
therefore a good way to retrieve a summary of a large number of news articles. As
media coverage reacts immediately to major events, e.g. bombings, protests, etc. also
the occurrence of related topic items changes. Hence, Identifying change of single
topics or of the overall media coverage of a country is possible with this data. In
addition, it is also possible to analyze the pre-incidents situation a posteriori.

4.2 The involvement of international acting politicians

To examine the involvement of internationally acting politicians we use between-
ness centrality calculations on the one-mode person network. Betweenness centrality
scores high for nodes which connect different parts of the network with each other.
In the context of networks composed of people and their co-occurrence in media ar-
ticle, betweenness centrality measures the extent people are mentioned with various
other people who are not connected with each other. The analysis covers the political
leaders of the United States (Barak Obama), the United Kingdom (David Cameron),
France (Nicolas Sarkozy), and the Russian Federation (Vladimir Putin3) as well as
the leader of the three countries during the incidents, i.e. Hosni Mubarak for Egypt,
Muammar Gaddafi for Libya, and Omar Al-Bashir for Sudan. The betweenness cen-
trality score of each of the heads of the three states is visualized with gray areas in
the charts of Fig. 5.

The first and most obvious result when looking at Fig. 5 is the dominant presence
of the head of state in Egypt and Libya in contrast to Sudan. This provides evidence
that the conflicts in Egypt and Libya were focused at the head of states by media
while in Sudan the incidents were not personalized in that way. In general, all three
countries show an absence of international politicians during the weeks before the be-
ginning of the different incidents in the countries. Nicolas Sarkozy, David Cameron,
and Vladimir Putin are not mentioned at all in these time periods. This is indicated in
the charts by an absence of their curves. Having Barack Obama as the most between
person item is a common characteristic of all three country networks, but in Egypt

Fig. 5 Important persons over time (betweenness centrality)

3For Russia Vladimir Putin and Dmitry Medvedev are both players in international media but Putin is
more important.
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Fig. 6 The importance of other countries (eigenvector centrality)

and Sudan Barack Obama is in a central position before the incidents and stays on a
rather constant high level during the incidents.

The second time period of interest in Libya is again dominated by the person of
Muammar Gaddafi who is in the center of media coverage in the final stage of the war
in Libya. In contrast, the centrality of Barack Obama is dramatically reduced during
this time period. In week 37 the item of the US president ranked 4th in our selection
of state leaders.

The large difference in the betweenness centrality analysis between different time
points is amplified by the measure itself. A small number of added or removed links in
a network can result in dramatic structural change which leads to completely different
betweenness scores for the central nodes. Having a betweenness centrality of 0.0
does not imply that an agent is without connections, but none of its connections is an
exclusive connection between other agents.

4.3 Influential countries

To calculate the impact of other countries to the three countries of interest, we cal-
culate eigenvector centrality (Bonacich 1972) using the GG networks of the dynamic
meta-networks created in Sect. 3. But before working with the geographical net-
works, the items of a country is deleted from the specific networks, e.g. the geo-
graphical item Egypt is removed from the Egypt network because this item was the
criteria for creating the networks and therefore this item would be part of every ar-
ticle resulting in co-occurrences with all other items. The charts in Fig. 6 represent
the eigenvector centralities of the five veto-wielded countries of the United Nations
Security Council. For the United States, the United Kingdom, the Russian Federa-
tion, and France, the curve texture is identical to curves of the heads of states of these
countries in Fig. 5. As the countries themselves are not part of the analysis, we use
the gray area in the charts of Fig. 6 to visualize the centrality score of China.

For Egypt, the eigenvector centrality of the United States goes parallel with the
Protests & Demonstration curve in Fig. 3. But after the peak of protests, the impor-
tance of the United States remain on high level. We interpret this as a result of the
pressure of the US Government on Mubarak to step back from his presidency imme-
diately. When Mubarak final declares his resignation, the importance of the United
States decreases again. As the betweenness centrality of Barack Obama does not in-
crease during this time period (Fig. 5), there is strong evidence that the importance
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of the United States is created through different acting politicians (e.g. Secretary of
State Hilary Clinton, Secretary of Defense Robert Gates).

In Libya the eigenvector centrality scores are higher for all five veto-countries dur-
ing the incidents than in the other two countries. This is a result of the involvement
of the United Nations Security Council and its power-wielded countries in the esca-
lation of the conflict in Libya. The no-fly zone resolution of the United Nations lead
directly to the war in Libya. In the Sudan network, on the other hand, the eigenvector
centrality scores of the five selected countries are lower. In addition, the scores are
relatively stable. This is another indicator that the transition in Sudan was a rather
calm process without larger incidents.

In literature, eigenvector centrality (Bonacich 1972) is often connected to power.
When applied to networks extracted from news articles an item scores high in eigen-
vector centrality if it co-occurs in articles with a lot of other well connected items.
Hence, the United States is not only named very often in the context of the Egypt rev-
olution but also the United States is often named when other countries are discussed.
Therefore, we can use the term media dominance to describe this phenomenon.

4.4 Complexity of incidents

The complexity of a meta-network can be calculated by looking at the density of all
its networks. The density of a network is the number of links divided by the number
of possible links, i.e. the proportion of non-zero cells in the matrix (Wasserman and
Faust 1995). Consequently, the density of a meta-network is the number of links in
all networks divided by the number of possible links in all networks. When look-
ing at density calculations there is one drawback. Larger networks tend to lead to
lower density score than smaller networks because the number of neighbors of a
node normally does not automatically increase proportionally in larger networks. For
that reason we use a second aspect of complexity—the average meta-network degree
(the number of edges in the meta-network divided by the squared number of nodes in
the meta-network). When analyzing networks based on news articles the average de-
gree reflects the extent of how different topics, people, locations, and organization are
mixed together in the same news articles. Figure 7 visualizes the average degree and
the density of the meta-networks of Egypt, Libya, and Sudan over time. As we are
mainly interested in political activities, we removed the three economic node classes

Fig. 7 Meta-network density and average degree for Egypt, Libya, and Sudan
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(company, industry, and ticker) before we accomplished the calculations. Once again,
the results for Sudan are very stable; the complexity of the networks in Sudan did
not change during the referendum or the separation. When comparing the curves of
Egypt and Libya on the other hand, interesting similarities of the average degree can
be identified. At the peak of escalation during the revolution in Egypt and “Path to
War” in Libya the average degree in the meta-network is at about at the same level.
The slightly higher density at this time in Libya indicates a slightly smaller number
of different people, organizations, locations, and topics involved in media coverage.
A Similar number of nodes in the meta-networks of Egypt and Libya and a similar
distribution of these nodes within the four node classes are grounds for the assump-
tion that there could be a common structure for the overall extent and the complexity
of media coverage of conflicting incidents. But this question has to be part of future
analysis.

5 Conclusions

In this article we offered the detailed description of a rapid modeling and analyz-
ing approach for networks extracted from pre-structured news articles. This rapid
network analysis approach uses large amounts of semi-structured data (e.g. news ar-
ticles), fully automated data processing procedures, and algorithms optimized for this
data to provide researchers and decision makers with rapid assessment of incidents
and change in large scale complex social systems. Based on dozens or hundreds of
thousands of publically available information we build up multi-mode networks con-
sisting of topics, persons, organizations, companies, and countries. To analyze these
networks over time gives us the ability to detect and describe change. As the model-
ing and analysis can be accomplished within hours, an up-to-date analysis is possible.
The rapid network text analysis approach is therefore an adequate method to gain first
insights in countries of emerging uprisings or other conflicts.

The ability to get quick first results implies two important advantages for the re-
search process. First, the rapid results can be utilized to support the planning of the
subsequent analysis strategy. Second, researchers obtain a validation of the data and
the data-to-model process at an early stage of the analysis. Identifying data or ma-
nipulation errors at later date of the analysis process can result in tedious and costly
error corrections. Rapid network assessment is closely associated with the ideas of
rapid prototyping in software development processes. As first results can be provided
within hours, these results can be used to collect feedback from subject matter ex-
perts. The data-to-model process as well as the data sources can be modified in case
of unsatisfactory results.

Making use of pre-structured text data is rather data mining than text mining. The
data-to-model process therefore focuses on gathering and pre-processing the data
and neglects other procedures known from text mining data-to-model processes. To
extend this approach and to reduce the dependency on a single indexing system, we
propose to include additional news indexing systems but also to cover blogs and
probably social media sources. Another way to increase the validity of the outcome
and to reduce the bias of Western media in the analysis is to add non-English news
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sources. But, combining different sources leads to new challenges of data cleaning
and generalization. A possibility to avoid these time consuming steps would be to
analyze different sources parallel but separately and to compare just the high level
result of the analysis.

In this article we focused on three countries and the CMU/CASOS Arab Spring
data includes 18 countries. The data-to-model process which we described in this
article is not limited to this number of states and can be extended easily to other
countries, e.g. at risk countries in Africa or Asia. Consequently, a world-wide mon-
itoring of emerging conflicts of other incidents (e.g. natural disaster, dearth) can be
implemented. But also applications in other research areas are conceivable, e.g. possi-
ble marketing questions could be: Which topics are connected to which company and
does a media campaign of a specific company change the stories which are written
about its products?

With rapid network analysis we will be able to monitor and evaluate social
changes. Rapid network analysis helps us to describe and understand the pre-incident
situation which is a precondition for successful interventions. A rapid network anal-
ysis system relies on a large amount of data which is available in real time. Adding
more data and adding the data faster to the system can help to create analytical results
faster. Because of an up-to-date analysis, emerging conflicts or changes in ongoing
incidents can be detected immediately. A real-time network analysis which is able
to detect forerunners of incidents can help to predict and perhaps prevent specific
events.
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