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Abstract 

Models of complex social systems offer the promise of providing a wealth of new knowledge.  
They also present many challenges, both methodological and technological, which must be 
overcome if this promise is to be realized.  Among these challenges, the problem of credible 
inference is of particular importance.  Only in rare circumstances can models be demonstrated 
(validated) to credibly predict future behavior of social systems in the style of engineering 
models.  The promise of computational social science lies primarily in using models as platforms 
for computational experiments that are then used in arguments that do not depend on the 
predictive accuracy of the models.  The framework known as “Exploratory Modeling” [Bankes, 
1993; Bankes, 1996] provides a rigorous foundation for describing credible uses of computer 
models to understand phenomena where accurate prediction is not an option.  Technology to 
facilitate reasoning with computer models is being developed that can make this approach much 
more routine.  Two central concepts of this technology, derived experimental contexts and 
derived contexts supporting compound computational experiments, are described here.   
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Reasoning From Complex Models Using Compound Computational Experiments and Derived 
Experimental Contexts 

Steven Bankes 
 
The uses of computer models can be roughly placed in two categories, the use of models to predict system 

behavior, or the use of models to perform computational experiments.  While a predictive model can be a very 
powerful tool, many of the most interesting and important systems and problems defy rigorous prediction because of 
open boundaries, inadequately understood component mechanisms, or extreme non-linearity amplifying 
measurement uncertainty.  All of these barriers to prediction can be generally described as “deep uncertainty” 
[Arrow, personal communication], sometimes known as “Knightian uncertainty.  When credible prediction is not an 
option, models containing relevant knowledge and data can be used for computational experiments.  The results of 
such computational experiments can be used as part of non-deductive credible arguments.  This approach is 
increasingly important for both social science theory and policy analysis.   

Current practice in the use of computational experiments is characterized by ad hoc exploration across 
alternative model structures and cases, and by the display of single examples as hypotheses or existence proofs.  
Only very limited scientific goals can be accomplished by such means.  More aggressive exploitation of the promise 
of computational social science can be made possible by explicitly defining large ensembles of possible 
computational experiments and by calibrating search or sampling strategies from these ensembles to reasoning 
strategies for discovering properties of the entire ensemble.  By such means it is possible to reason about the 
properties of social systems or argue for particular decisions or policies even though no model tested precisely 
duplicates the details of the system of interest.   

The central idea behind Exploratory Modeling [Bankes, 1993; Bankes, 1996] is to use simulations, statistical 
models of data, or other computer models to create a large ensembles of plausible images of the system of interest.  
Search and visualization techniques can then be used to perform experiments drawn from this ensemble and to use 
the results of these experiments to provide information that is useful in distinguishing among alternative theories or 
strategies.  Once it is realized that rigorous experimental science makes wide use of non-deductive arguments 
[Radnitzky & Bartley, 1987  ; Popper, 1972], researchers are free to innovate a wide range of credible research 
strategies using computational experiments.  Of particular significance is the ability, given a sufficiently powerful 
software environment, for users to interactively specify and observe the results of experiments, and to progressively 
define ever more general and abstract frameworks in which to describe such experiments.  A software environment, 
the Computer Assisted Reasoning system (CARs) that demonstrates these possibilities is now being developed.  
This paper will not attempt a complete description of CARs, but will instead describe a crucial feature of this system 
and the ways it can be used to support computational social science. 

 
Exploring Across Alternative Ensembles 

Exploration over computational experiments at an atomic level involves one at a time “what-if”-ing by varying 
the inputs to the model being used as a platform for computational experimentation.  In picking particular values for 
these various inputs, the researcher is making assumptions or posits about factors not known with certainty.  This 
collection of assumptions, together with any assumptions made in the construction of the model itself, constitutes a 
specification for a single computational experiment.  Performing this experiment will reveal how the system being 
modeled would behave if all these assumptions were correct.  By varying assumptions, the user can conduct a series 
of computational experiments.  This series can be understood as an exploration through the ensemble of experiments 
that is defined by the set of all possible combinations of inputs. 

One at a time exploration can at times succeed in discovering cases that satisfy the researcher’s goals, but many 
of the potential contributions of computational science cannot be achieved in this way.  Some goals can only be 
achieved by discovering patterns of outcome across the entire ensemble of possible experiments, and such patterns 
cannot be seen in the results of any single experiment.  And, as the researcher gains insight from the process of 
exploration, this insight will change the nature of the search process itself.  The goals of the exploration may be 
changed, or the strategy for seeking this goal may change. 

In order to achieve goals beyond those that can be accomplished through single computational experiments with 
atomic models, other computations will be needed.  This can be done by modifying model code, adding software 
mechanisms that do not represent any phenomena, but rather which perform services of interest to the researcher.  
This has often been done, and the resulting code still called “a model”.  But this combining of representational 
software and analytic software has numerous disadvantages.  It clouds and confuses the distinction between those 
software structures that represent things that are known about the system, those that are being assumed, and those 



structures that are introduced as analytic device.  This lack of modularity increases the likelihood of error, confuses 
questions of model verification and validation, and increases the costs of model maintenance and construction.  And 
if revising software is the only means available for conducting explorations that leave the ensemble of models as 
originally defined, such revisions will be accomplished much less readily, greatly impeding computational research. 

Typical ad hoc approaches to research based on computational experimentation (exploratory modeling) 
confuses alterations which can be understood as exploring across the ensemble of models as originally defined and 
those which are best understood as revising the definition of the ensemble to be explored.  Clearly distinguishing 
between these can provide improved clarity in describing insights gained from exploration.  And in order to design 
software tools to facilitate exploratory modeling, these two types of exploration must not only be distinguished, their 
properties must be clearly understood. 

 
Experimental Contexts 

The fundamental concept of the CARs environment is that of computational experimental contexts.  An 
experimental context is a software mechanism that encapsulates a platform for performing computational 
experiments, and provides a variety of services relevant to conducting a series of those experiments.  In particular, it 
implements the syntax for a data structure, instances of which serve as specifications for individual experiments, and 
the syntax for the data structure that contains the results from experiments.  The context’s platform for performing 
experiments can be viewed as providing a service that maps input data structures to result data structures. The 
experimental context can be thought of as representing the ensemble of possible computational experiments.  This 
representation is generative in nature.  An infinite ensemble can be represented by an experimental context in the 
sense that any particular instance of the ensemble can be generated on demand by submitting the data structure to 
the computational experiment platform.  To understand the properties of the ensemble, a method for sampling from 
the ensemble must be selected, this method used to generate a series of computational experiments, and the pattern 
of outcomes thus revealed used to infer the properties of ensemble generally.  This inference is not deductive, and 
therefore could be falsified by additional computational experiments.  But credible inference is none the less 
possible. 

By encapsulating a computer model and using it as a platform for computational experiments, one can create an 
atomic experimental context, and use this context as a basis for exploring the properties of the ensemble of 
possible experiments the context represents.  CARs provides various services to facilitate this restricted variety of 
exploratory modeling, which some authors have referred to as exploratory analysis [Davis & Carrillo, 1997; 
Brooks, et.al., 1999]. 

As described above, the process of exploratory modeling frequently leads researchers to vary not only 
specifications within a given context (that is, instances within a fixed ensemble of possible experiments), but also to 
explore across alternative definitions of ensembles of interest.  In CARs this could be accomplished as it is in most 
computational science, by revising the code for the “model”, which is often better thought of as the platform for 
performing experiments.  But CARs also provides significant support for exploring across alternative experimental 
contexts through a mechanism known as derivation operators. 

 
Derived Contexts 

CARs supports two variants of experimental contexts, atomic and derived.  A derived experimental context is 
indistinguishable from an atomic context except in the implementation of the platform for performing computational 
experiments.  (In CARs technical jargon, such platforms are known as computational experiment virtual machines, 
or CEVMs, or “machines” for short.)  In an atomic context, computational experiments are performed by using the 
specification for the experiment to create a case to be run on a model being used as a CEVM.  In a derived context, 
the specification for an experiment is translated to create specifications in one or more foundation contexts, which 
are different than the original derived context.  The results from these foundation experiments are then also 
translated back into the syntax and semantics of the derived context.   

CARs supports a library of derivation methods, which can be used to create new derived contexts from one or 
more foundation contexts.  Derivation methods can be recursively applied to arbitrary depth.  Ultimately, 
specifications in derived domains must be translated, possibly through a complex series of derivation steps, to create 
one or more cases to be run in atomic contexts.  The derivation mechanism allows users to explore across alternative 
reframings of the “language” for describing computational experiments, without making changes to the code.  
Because derivation may be recursively applied, this allows us to provide automated tools for assisting in 
explorations across alternative contexts, and researchers can over time move to progressively higher level of 
abstraction in the search for frameworks that provide insights into candidate theories or policies, all without 



touching the code.  Ideally, the code for a model should include only the known “physics” of the system, that is the 
aspects of phenomenology that are well understood and universally agreed upon.  All analytical devices should be 
applied inside of the reasoning tool, allowing the option of computerized checking of analytic results and tentative 
conclusions. 

CARs supports a wide variety of derivation methods, not all of which are described here.  In order to better 
understand how derivation methods are used, it is useful to first consider a restricted subclass, known as simple 
derivations.  Simple derivations create a derived context from a single foundation by applying translation operators 
that map single specifications in the derived context to single specifications in the foundation context, and translate 
single result objects in the foundation context back to become single result objects in the derived context.  An 
extremely useful example of a simple derivation method is the freeze derivation, which is used in CARs to restrict 
exploration to a subspace of the foundation contexts ensemble of experiments.  A freeze derivation eliminates some 
number of inputs from the foundation contexts input space by giving them fixed values.  These values are specified 
at derivation time.  When a case in requested of the CEVM in the derived context, the derived context specification 
is translated into a specification for the foundation context by “filling in” the missing inputs using the fixed values 
given them at specification time.   

The freeze derivation allows us to create models with huge numbers of inputs, but to focus on a smaller subset 
of inputs when manually exploring the model.  Frequently, assumptions get made in model writing that cannot really 
be justified by the facts.  Such assumptions seldom get revisited, as doing so would require modifying the code.  
And frequently, these assumptions are poorly documented, and the “faceplate” of the model provides no hint that 
they have a role in the model’s “wiring”.  The availability of the freeze derivation encourages and allows model 
writers to represent the full range of uncertainty as models inputs, without paying a huge price in dimensionality of 
the input space at analysis time.  The decision to simplify the analysis by making some number of assumptions can 
then be delayed until after preliminary exercise of the model.  So, for example, an analysis of variance can reveal 
those inputs that have the greatest impact on the issue at hand, allowing the researcher to focus attention on inputs 
most likely to be relevant and to make assumptions primarily on issues that are less likely to be important.  
Similarly, once tentative conclusions have been reached by an analysis conducted in the limited subspace, these 
conclusions can be checked using automated methods, without significant researcher labor, or recoding.  So, for 
example, one can launch a “weak method” search, such as an evolutionary method, across the entire ensemble of the 
foundation context, searching for counter examples to the tentative conclusions.  (To see an example of such a 
research methodology applied to a real problem, see [Robalino & Lempert, xxxx].) 

Many other simple derivation methods exist in CARs.   New inputs or outputs can be created from 
mathematical combinations of inputs and outputs in the foundation context.  Inputs and outputs can be eliminated 
through additional simplification mechanisms such as deriving multiple inputs in the foundation context from simple 
inputs in the derived context.  In this paper I will provide one slightly more complex example, that of derivations 
where a single specification in the derived context will result in multiple experiments in a single foundation context. 

 
Compound Computational Experiments 

 
CARs supports a number of derivation methods where a single experiment in a derived context causes a large 

number of experiments to be conducted in its foundation context.  Thus, it is possible to create compound 
computational experiments, where single acts by the user of the software environment causes large numbers of 
atomic experiments to be conducted in one or more atomic contexts, and their results summarized for maximal 
insight generation.  This capability allows researchers to move to create new frameworks for thinking about their 
scientific or policy problem without needing to iteratively revise model code.  This capability can, as a consequence, 
enormously empower computational science.  There is, of course, an impact on performance, where single 
compound experiments can consume much more processor time than single atomic experiments.  However, this can 
be mitigated by using large numbers of processors to run cases in parallel in the foundation context.  As the degree 
of compounding increases, compound computational experiments can be seen to have infinite parallelism.  The 
capability in CARs to distribute experiments over networks of machines, either across a local network, or over the 
internet, thus can provide researchers with a substantial “surge” capability in meeting their computational needs. 

An example of a compound computational experiment is a Monte Carlo averaging of various outcome measures 
over probability distributions on various inputs in a foundation context.  Consider a foundation context where 
choices for input values deterministically produce outcome values.  In the derived context, a single experiment that 
specifies the subset of inputs that are not being viewed probabilistically will result in a Monte Carlo averaging over 
the ones that are to produce averages and variances as results.  Among other advantages, this keeps the modeling of 
the “physics” separate from the Monte Carlo generation and assumptions about probability distributions.  As a 



consequence, robustness testing where one searches for the assumptions on priors that would be required to falsify 
conclusions reached using nominal probability distributions can be conducted without modifying any code. 

A type of compound experiment that is particularly powerful, is the use of search to invert the map that is 
computed in the foundation context.  In CARs there are derivation methods that allow such inverse mappings to be 
computed for any model, without the modeler needing to get involved in the implementation of search methods 
employed.  One possibility is to search for the maximum or minimum of one of the outputs of the foundation.  In a 
typical derivation, a subset of inputs of the foundation context would be bound.  The derived context would only 
have unbound inputs, and for each single experiment in the derived context, a compound experiment would be 
conducted in the foundation context, searching for the appropriate extremal point.  The derived context would map 
from specifications for each of the unbound variables to a result that includes the values of all results in the 
foundation context at the discovered “best point”, plus the value of all bound variables required to achieve that 
maximum or minimum.   

The semantics of the derived context varies depending on the nature of the map in the foundation (whether it is 
one-to-one, in particular).  Syntactically, it has the interesting property of allowing us to move entries from the input 
to the output side of the mapping relationship.  A somewhat different derivation takes as input a target value for an 
output in the foundation context’s results, and searches for values of bound inputs that achieve that target in the 
foundation.  This has the effect of moving entries from the output side to the input side of the map.  Together with a 
sufficiently rich set of simple derivations, these derivation methods form a “spanning set”, any syntactic variation on 
the input/output map of an atomic context can be achieved by the appropriate series of derivations.  In this property, 
we can see the promise of developing a tool that does allow a strict separation of representation.  In the ideal 
situation, only phenomenology should be represented in model code, with all analytic manipulation being provided 
by the software environment in which computational experiments are conducted.  Although CARs is still 
undergoing development, in capabilities that are already available, the promise of more powerful tools for 
computation science can already be discerned. 
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Abstract:  Hypergraphs connect actors to various subsets of actors in a network.  This simple 
idea has many applications within the world of network analysis and has provided fertile ground 
for mathematicians for decades (Berge, 1989).   Yet, social network analysts only rarely use 
hypergraph representations of networks.  I argue here that this reticence comes from two factors: 
1) There has been little social theory to guide the use of hypergraphs; and 2) Hypergraphs, 
unconstrained, create intractably large sets of subsets and relations.  These two factors are 
related, in that a good theory would help to select proper subsets of actors to focus on, which 
would in turn make the size of the hypergraph more manageable.    Simmelian tie theory 
provides such a focus and rationale for selecting appropriate subsets and at the same time 
allowing the hypergraph to be used to capture important structural features of the network.  A 
hypergraph that restricts the subsets of actors to those identified in Simmelian tie analysis is 
called a Simmelian hypergraph.  This paper demonstrates how Simmelian hypergraphs and their 
dual can be used in organizational analysis to uncover cultural strongholds, to identify 
particularly critical bridges, and to generally reveal the bedrock of underlying structure within a 
mass of noisy relations. 
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Simmelian Hypergraphs in Organizations 
 

David Krackhardt 
 
Extended Abstract:   

 
Graphs are defined as a set of nodes {N} and edges {E}, where the edges are composed 

of a set of unordered pairs of these same nodes in {N}.  These unordered pairs map the nodes 
onto each other.  At most, there can be only N2 of these edges.  Hypergraphs are an extension of 
this concept of graphs.  A hypergraph is a set of nodes {N} and edges {E}, where the edges are 
composed of a set of unordered proper subsets of these same nodes, not just pairs of these nodes.  
Thus, the edge set in a hypergraph with N nodes can contain all subsets of N with cardinality 1 
plus all subsets with cardinality 2, plus all subsets with cardinality 3, etc., all the way up to all 
subsets of size N-1.  Graphs are a special subset of hypergraphs; and, indeed, the size of an edge 
set of a hypergraph has the potential to be a very large number, far beyond N2. 

 
Consequently, hypergraphs have not been applied frequently to the study of social 

phenomena (as opposed to graphs, which are ubiquitous in social science).  When they are 
utilized, the edge set is restricted by some arbitrary exogenous factor, such as observed 
gatherings of groups of actors (nodes), where each “gathering” is considered a unique edge set.  
Indeed, hypergraphs are often recommended to represent affiliation structures or person-by-event 
matrices (Wasserman and Faust, 1994), although this matching is not perfect (for example, one 
could have several parties at which all the same actors attended, but only one edge set with that 
full set of actors).   

 
In contrast to this mechanical, exogenous determination of hypergraph edge sets, one 

could build an edge set based on intrinsic structural features of the relations among a set of 
actors.   Simmel provides us with a theoretical foundation for doing exactly this.  In his classic 
work on dyads and triads, Simmel (1950) argued that groupings of actors were more important 
structural features than simple dyadic relationships.  In particular, he suggested that a 
relationship that was embedded within a strong group of at least three people took on a different 
character, a different quality than a dyadic tie that was not embedded in such a group.  While he 
did not define what he meant by group, what was critical is that the individuals recognize each 
other as being strongly tied to each other. 

 
Thus, we can infer these critical groupings by determining all sets of triples in which all 

three actors are mutually tied to each other.  These strongly tied triplets become the foundation 
of a Simmelian hypergraph.  Through simple aggregations and constructions, we can identify 
from this hypergraph a set of Luce-Perry cliques.   If we take the matrix representation of this 
Simmelian hypergraph, post-multiply it by its transpose, take the Boolean of the result, we have 
a matrix representation of Simmelian ties (Krackhardt, 1999).   
  

Simmelian hypergraphs can be used for many different purposes (Krackhardt, 1996; 
1999).  For this paper, I will focus on Simmelian hypergraphs of individual cognitions of the 
network and its relationship to organizational culture (Krackhardt, 1988; Krackhardt and Kilduff, 
1990).   



 
Research from the tradition of cognitive anthropology treats culture as a cognitive system 

transmitted through social interactions. Each culture develops its own system of knowledge 
(Romney and D’Andrade 1964) and this knowledge is dispersed among both experts and novices 
(Romney, Weller and Batchelder 1986).  Interaction between group members results in 
knowledge diffusion (Carley 1991) concerning important aspects of the culture such as the 
distribution of roles and relations (D’Andrade 1984: 110). Effective action within a specific 
culture requires an understanding of how that particular world is organized (D’Andrade 1995: 
182).  That is, an important part of cultural knowledge is the knowledge of how to operate in this 
complex web of relations and dependencies.  This knowledge in turn depends in part on knowing 
who is related to whom in important ways (Krackhardt, 1990).   
  

An important question that any approach to culture must address is the relationship 
between culture and social structure (see the discussion in D’Andrade 1984).  In bringing 
together Simmel’s emphasis on triadic relationships with cognitive anthropology’s emphasis on 
culture as a system of knowledge, we bring a fragmentation perspective to this question (cf. 
Martin 1992: 130-167).  Respondents “may give strikingly different descriptions” of the network 
relations within a particular group (Geertz and Geertz 1975: 1).  To understand culture is to 
understand how the network ties between individuals shape their perceptions of the social world. 
   

Individuals who interact with each other are likely to have higher agreement concerning 
the culture than non-interacting individuals (Krackhardt and Kilduff 1990).  Further, some 
relations (strong ties, for example) are likely to produce more cultural agreement than others.   In 
particular, I argue that more agreement will result from ties embedded in a Simmelian 
hypergraph than common dyadic ties. 

 
Agreements among these actors about these critical structural features can come in two 

forms: They may agree about the actual ties that exist between actors, and they may agree about 
the groupings (in the Simmelian sense) that exist.  Both are critical cultural features in any 
organization, and the knowledge of these two structural features will enhance an individual’s 
ability to act appropriately within the cultural context. 

 
In general, there was support for the hypothesis that those who were Simmelian tied 

agreed with each other more on these cultural dimensions than those who were not Simmelian 
tied to each other.  Those who were tied to each other on the advice relation showed an 
agreement score of only .05 on the average across the three organizations (score based on 
Goodman and Kruskall’s gamma).  On the other hand, those who were Simmelian tied on the 
advice relation on the average agreed with each other at .20 on whether others were tied on the 
advice relation.  Identifying people in Simmelian groups (having a Simmelian tie) was 
apparently easier.  Those were tied together tended to agree with each other at .16 about whether 
others were Simmelian tied together.  On the other hand, those who were Simmelian tied to each 
other had a much higher agreement level on who else was Simmelian tied: .48.   

 
Friendship exhibited a similar pattern in some ways, but distinct in others.  First, 

apparently people seem to agree more on who is a friend of whom in the organization than on 
who goes to whom for advice.  Those who are friends with each other tended to agree about who 



else was a friend at .47.  Those who were Simmelian tied to each other agreed even more: .65.  
However, it appeared to be more difficult to agree on Simmelian groups.  Those who were 
friends tended to agree at a .40 level about whether others were Simmelian tied to each other.  
Again, being Simmelian tied helped in this agreement, with a resulting score of .51.  But, what is 
interesting here is that, while being Simmelian tied to another did induce higher agreement, the 
agreement was highest about dyadic ties and not Simmelian ties in the friendship network.  Thus, 
while friendships may be obvious to cultural participants, the actual groupings of these friends 
seem more difficult to get a consensus on between people. 
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Abstract 

  Since the events of September 11, 2001, the United States has found itself 
engaged in an unconventional and asymmetric form of warfare against elusive terrorist 
organizations. Defense and investigative organizations require innovative solutions that 
will assist them in determining the membership and structure of these organizations. Data 
on covert organizations are often in the form of disparate and incomplete inferences of 
memberships and connections between members. NETEST is a tool that combines multi-
agent technology with hierarchical Bayesian inference models and biased net models to 
produce accurate posterior representations of a network. Bayesian inference models 
produce representations of a network’s structure and informant accuracy by combining 
prior network and accuracy data with informant perceptions of a network. Biased net 
theory examines and captures the biases that may exist in a specific network or set of 
networks. Using NETEST, an investigator has the power to estimate a network’s size, 
determine its membership and structure, determine areas of the network where data is 
missing, perform cost/benefit analysis of additional information, assess group level 
capabilities embedded in the network, and pose “what if” scenarios to destabilize a 
network and predict its evolution over time.  
 
Key Words: Covert Networks, Terrorist Organizations, Bayesian Inference Models, 
Biased Net Theory, Biased Networks, Multi-agent Systems, Network Estimation, Social 
Network Analysis 
 
This research has been supported, in part, by National Science Foundation under the 
IGERT program for training and research in CASOS and the ONR.  Additional support 
was also provided by the Center for Computational Analysis of Social and Organizational 
Systems and the Department of Engineering and Public Policy at Carnegie Mellon.  The 
views and conclusions contained in this document are those of the author and should not 
be interpreted as representing the official policies, either expressed or implied, of the 
Office of Naval Research grant number 1681-1-1001944, the National Science 
Foundation, or the U.S. government.  
 



NETEST: Estimating a Terrorist Network’s Structure 
Matthew J. Dombroski 

 
 The events of September 11, 2001 have illustrated the need for defense and investigative 
organizations to prepare and innovate for asymmetric and unconventional warfare in the 21st century. Our 
military and intelligence communities are unprepared to counter the elusive and deadly threat posed by 
terrorist and other covert organizations in this new century [PAM 525-5, 1994]. The inter-state model of 
warfare has been replaced by intra-state warfare, which largely consists of guerilla and terrorist forms of 
warfare [Smith, Corbin, and Hellman, 2001]. Military and intelligence organizations in the United States 
are adept at utilizing training, tools, and weapons designed to counter conventional threats to national 
security. However, the enemies of the United States have evolved into network forms of organization that 
do not obey traditional borders between states and employ unconventional techniques. The networked form 
of organization promotes the terrorists’ covert nature and decentralizes the terrorist network, allowing parts 
of the organization to effectively operate almost autonomously from the rest of the organization. These 
deadly forms of organization employ swarming techniques that empower individuals and groups of 
individuals to remain “sleeping” until the time is right for a well-coordinated and powerful attack [Ronfeldt 
and Arquilla, 2001].  
 

Terrorist Organizations and the Ability to Track Them 
 Modern terrorist organizations have learned that they can effectively counter much larger and 
conventional enemies using dispersed and networked forms of warfare, striking when their target is least 
likely to expect it. Large terrorist organizations, such as Osama bin Laden’s al Qaeda and Hamas, operate 
in small, dispersed cells that can deploy anytime and anywhere [Ronfeldt and Arquilla, 2001]. Dispersed 
forms of organization allow these terrorist networks to operate elusively and secretly. There are several 
factors that allow a terrorist organization to remain covert. Two important factors are:  

• Members sharing extremely strong religious views and ideologies that allow them to 
form extremely strong bonds between one another 

• Members are hidden from the rest of the organization, and likely do not know much 
about the organization’s structure, except for the cell to which the members belong. 

Even if a member of the organization is detained, these factors hamper investigators’ attempts to break the 
organization down. Investigators are finding that the tools that they have available are not adequate for the 
task at hand, which is to break down these organizations and permanently remove their capabilities to 
spread fear, crime, and terror. 
 Often the only data that is available on terrorist networks is generated from investigations from 
isolated events. Investigations provide a partial picture of the network, relating the individuals involved 
with higher levels in the organization through a money trail, resource trail, or communication ties. 
Investigators would benefit greatly from tools and techniques that combine these partial and disparate data 
sources into a larger picture providing valuable insight on the size, membership, structure, and collective 
capabilities of the network and its cellular components. Such tools will provide powerful insight to 
investigators, displaying explicitly where data is known, and where it is not known. Such tools and 
techniques will allow investigators to determine where investigations should proceed and it will allow 
investigators and the military to systematically attack dangerous terrorist organizations, thereby effectively 
disrupting their activities and breaking the network apart. 
 

Network Estimation Using a Bayesian Approach 
 Hierarchical Bayesian models provide simultaneous inference of informant accuracy and social 
structure [Butts, 2000]. Research indicates that informant data has error in it and, taken alone, are not 
accurate representations of social interaction. However, Bayesian inference models effectively aggregate 
informant data into an accurate big picture of the social network, thereby providing valuable insight on 
social structure and network size. There is a great deal of uncertainty that must be dealt with when building 
an accurate network of social interaction. Because social interaction is often subjective and difficult to 
accurately measure, inferences will always be vulnerable to error and uncertainty. However, the goal of 
hierarchical Bayesian models is to minimize and account for all uncertainty associated with drawing 
inferences regarding social interaction [Butts, 2000]. 



 To effectively describe the approach, a basic assumption is that a Bernoulli graph exists of actual 
interactions represented as A, where Aij is either 1 or 0, representing a link or no link between nodes i and j 
respectively. Each observation of A from each informant is a data matrix Y. The distribution of A is 
represented by the Bernoulli parameter matrix Θ. Θ is updated using a Bayesian updating procedure that 
aggregates each observation Y with the network prior Θ. 
 Another basic assumption of the model is that informants make two types of errors; reporting a tie 
where a tie does not exist (false positive) or reporting no tie where a tie does exist (false negative). The data 
generation process can be represented using the Bernoulli mixture [Butts, 2000]: 

A network prior is given to Θ representing all prior information on what the larger network looks like. 
 The simplest Bayesian model is one where error parameters are fixed and known. In such a model 
the base likelihood for an observed arc is: 

Applying Bayes Rule, to each arc, the posterior probability for the existence of an arc is: 

Posteriors are updated by simply factoring in each observation of the network, and calculating the posterior 
using the initial posterior as the network prior for each update.  

If each error parameter is fixed and known for each observation, then the network posterior can be 
calculated using the following procedure: 

More complex models are developed when error rates are unknown and different for each 
observation. Priors must be assigned for the parameters of the distributions of the error probabilities. Using 
the proportionality form of Bayes Rule, the posterior is solved using the following equation: 

This equation shows that the uncertainty in the error parameters prevents solving for the social 
structure. The error parameters are needed to solve for the social structure and the social structure is needed 
to solve for the error parameters. To counter this problem, posterior draws are simulated using a Gibbs 
sampler. Samples are taken from the full conditionals of the parameters in the model, constructing a 
Markov chain, which eventually converges to the joint posterior distribution. The full conditional of the 
social structure is given by the equation above. The full conditional for false positives, assuming the error 
rates are represented by Beta distributions, is given by: 

The full conditional for false negatives, assuming the error rates are represented by Beta 
distributions is given by: 
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Draws are taken from each of these conditional distributions to implement the Gibbs sampler. The 

posterior distributions of the social structure and the error parameters are then constructed, building a big 
picture of the network and accounting for all uncertainty in estimating the network [Butts, 2000].. 

 
Virtual Experiment Using the Bayesian Model 

 Now that the model has been introduced, the accuracy of the model and its usefulness must be 
determined. Two experiments were conducted to understand the interaction of informants and their 
accuracy in the generation of the posterior. 

The first experiment examines the interaction between number of informants and their accuracy in 
generating an accurate posterior. For this experiment randomly generated informant observations were 
developed for the Roethlisberger & Dickson Bank Wiring Room friendship data. The observations were 
then aggregated using the Bayesian model and Hamming distances and absolute errors were calculated 
from the actual network. In the experiment, the number of informants was varied from 5 to 10 to 15 and 
their prior error distributions were varied from Beta (2,20) to Beta (2, 10) to Beta (2,5). Results of this 
experiment indicate that the number of informants plays a very significant role in reducing the error in the 
posterior. The posteriors were highly accurate for 15 informants regardless of what the prior error 
probabilities were. 

A second virtual experiment was conducted to test whether increased samples given to informants 
produce more accurate posteriors. In this experiment, 10 informants were simulated. The actual network 
was the central graph of Krackhardt’s Cognitive Social Structure data (1987). In each experiment 
informants were given a sample of the actual network and the observations were aggregated into the 
posterior. Samples of the actual network given to the simulated informants included 0, 20, 90, and 210 
nondiagonal dyads of the network. All other dyads in the observations were generated using a prior error 
distribution of Beta (2,10). Although Krackhardt’s CSS data provides informant reports, these were only 
used to generate the actual network, not for the informants. Results indicated that the posteriors only 
improved significantly for large samples (210 nondiagonal nodes). Absolute errors improved, even slightly, 
for increasingly large samples, but Hamming distances did not always decrease with larger samples. The 
reason for this phenomenon is that the Bayesian model assumes that errors are uniformly distributed across 
the observations. The experiment puts this assumption to the test since in real data, errors are not uniformly 
distributed across observations. Informants report most accurately on the portions of the network that they 
are most familiar with and the informants will also provide data on other portions of the network that they 
do not have extensive knowledge on. 

 
Incorporating Biased Net Theory 

 According to biased net theory, both chance and bais create ties between population elements. 
Structural bias ties result from the pattern of links between nodes and not on the properties of the nodes 
themselves. The Bayesian models may be made more accurate if terrorist biases can be identified and 
incorporated into the models. Several levels of abstraction exist where biases may be identified at the 
cellular level, the organizational level, or the overall terrorist level. For example, Hamas may contain 
several structural biases that are distinct from Al Qaeda. This is an example of structural biases at the 
organizational level. If data analysis can identify and verify that these biases exist, then powerful inferences 
can be made about the structure of terrorist organizations and once these biases are incorporated into the 
Bayesian model, priors can be updated using biased random networks or the network priors can incorporate 
these biases, thereby building a more accurate posterior. 
 Three types of structural biases are examined. The reciprocity bias, π, refers to the state where an 
A to B link is more likely if node B is connected to node A. The triad closure bias, σ, refers to the state 
where an A to B link is more likely if both A and B have a common parent node, C, where C is connected 
to both A and B. The triad reciprocity bias, ρ, refers to the state where an A to B link is more likely if both 
A and B have a common parent node, C, and there is a link from B to A [Skvoretz, 1990]. 
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 In order to quantify the likelihoods of these different biases, we have to assess the probabilities 
that ties are mutual, asymmetric, or null between all nodes in the network. For dyads with no parents: 
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where d is the probability that a dyad occurs by chance alone. The equations become more complicated 
when parents are incorporated. For dyads with one parent, the equations are: 
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For dyads with k parents, σ’=1-(1-σ)k and ρ’=1-(1-ρ)k and σ’ and ρ’ would substitute in for σ and 
ρ in the above equations. By analyzing existing and verifiable network data and using the above equations, 
the three biases and the probability of a dyad by chance can be evaluated for certain types of networks 
[Skvoretz, 1990]. 

 
Virtual Experiment Using Biased Net Theory 

Two sets of terrorist network data were analyzed to determine if biases were consistent in the al 
Qaeda terrorist network. The goal of the experiment was to determine if the probabilities for the different 
bias types were significantly different from one another, and if not, then we could conclude that al Qaeda 
exhibits certain predictable and identifiable biases in its structure, based on these two data sets. One data set 
consisted of 74 nodes generated by Valdis Krebs (2001). The other data set consisted of 121 nodes in a 
Road to Kabul data set showing the higher levels of the al Qaeda terror network. 

The nodes in each set of data were analyzed using the biased net theory equations shown above, 
and fitted using the Pearson Chi Square approach. The results for the data sets were: 
Parameter Result Krebs Result Kabul Description 
d 0.006 0.007 Probability that link occurs by chance alone 
π 1 1 Probability that a reciprocity bias exists 
σ 0.229 0.181 Probability that a triad closure bias exists 
ρ 0.995 0.956 Probability that a triad reciprocity bias exists 
The Krebs data set had a chi square value of 0.76 with 6 degrees of freedom. The Road to Kabul data set 
had a chi square value of 2.92 with 6 degrees of freedom. Both these results indicate that ties are 
reciprocated in both networks. There is between an 18% and a 23% chance that dyads are a result of a triad 
closure bias. The triad reciprocity bias is not very important in these data sets since there is a 100% chance 
that dyads are reciprocated. With a high likelihood of significance, dyads are a result of chance less than 
1% of the time. 
 These preliminary results indicate that structural biases do exist and are predictable. The results 
are only preliminary and they continued analysis will link these structural results with compositional biases, 
which result from properties of the nodes, to improve the Bayesian models and their accuracy. 
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Link Analysis of Social Meta-Networks∗
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1 Network Analysis of Knowledge Systems

There has been a great deal of recent work within the knowledge systems community concerning the role that
graph and network theory can play in the organization and retrieval of information. The basic idea is that
knowledge systems, including document corpora, but most especially the World Wide Web, can be amply
represented as a network or graph-theoretical structure. Then, mathematical and statistical properties of
these graphs can aid in locating information. While these developments stem from random graph theory [3],
they try to identify non-random structures in naturally occuring network structures.

Perhaps the most famous of these recent mathematical discoveries are so-called “small world” properties
[13, 17]. Derived from the famous “six degrees of separation” phenomena from social network theory, they
hold when a locally clustered structure is complemented by “short cuts” which produce surprisingly short
average path lengths through the graph. Small world properties have been observed in many networks,
including biological, socio-technical, document corpora, and the Web [18].

Other statistical properties of large graphs are also invoked, including power law distributions [1] and Klein-
berg’s “authoratative sources” method [7]. In turn, there has been research on how to exploit these properties
for retrieval and navigation [12] and other applications.

Together we will call such approaches “network analytical”. There’s currently much excitement over them,
to the point where it’s fair to say there’s a bit of a “bandwagon” effect. We almost want to ask what’s not
a graph? What doesn’t follow a power law?

For example, there is interest in bringing these ideas to bear on counter-terrorism applications. Shortly after
the September 11 terrorist attackes, Stewart compiled a network analytical representation of the terrorist
cells [16]. The left side of Fig. 1 shows the results, with the strength of connection indicated by the thickness
of the link.

What characterizes these network analysis methods is:

• A single directed or undirected graph.

• The possible use of weightings to indicate the strength of connection.

• Methods applicable to very large graphs, on the order of 106 to 109 nodes.

Data sources for such structures include large single relations or tables, typically represented as matrices.
Such structures are also closely isomorphic to standard modern Web hypertext protocols such as HTTP.
The right side of Fig. 1 shows a possible representative small case.

∗Extended abstract submitted for the 2002 Conference on Computational Analysis of Social and Organizations Systems
(CASOS 02).

†Distributed Knowledge Systems and Modeling Team, Modeling, Algorithms, and Informatics Group (CCS-3), Mail Stop
B265, Los Alamos National Laboratory, Los Alamos, NM 87545, USA, joslyn@lanl.gov, http://www.c3.lanl.gov/~joslyn,
(505) 667-9096.
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Figure 1: (Left) “The Small World of Mohamad Atta” [16]. (Right) Typical network analysis data structure.

2 Canonical Representations and Typed Link Networks

In prior work [9], we have sought to identify canonical, mathematically sound data structures which are
minimally sufficiently complex to serve multiple purposes in knowledge systems, including representation
of knowledge networks, dcoument and hypertext corpora, ontologies and other semantic structures, user
communities, and virtual world architectures. We have proposed semantic hyperwebs as hierarchical
lattices of weighted, directed, labeled, hypergraphs as being such structures [9], and asserted that
they are quite similar to Sowa’s conceptual graphs [15].

While semantic hyperwebs are hyper-graphical structures, here we wish to discuss their nature as labeled
graph structures. Mathematically, we are invoking the structures alternately called multi-graphs, labeled
graphs, or graphs with typed or colored links. Where mathematically networks map to a simple binary
relations, labeled networks map to a union of such relations.

As shown in Fig. 2, such structures have heterogeneous link types: items can be connected in more than
one way, and any two items can be connected by more than one link. So unlike simple networks, such labeled
systems can represent structures which Carley [4] identifies as meta-networks, or networks of networks.
These are useful in representing socio-technical networks in particular, as shown by Barret et al. [2], who
use link types to indicate transportation modalities.

Consider a typical database of interest in counter-terrorism, for example listing known individuals and some
of their characteristics, perhaps including name, address, aliases, age, birthplace, nationality, etc. In untyped
network approaches, these distinct fields are aggregated together in some manner to give an overall weight
on a link of a single type. Thus two people with the same name have a high link, but so do people born in
the same place. This is the approach of Stewart, for example [16], where multiple such kinds of information
are merged to yield his single link type.

But in typed networks the source fields can be respected, with each data field represented by a distinct link
type. Thus typed link networks can be derived from mutiple relations or tables existing in complex schema.
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Figure 2: An example of a typed-link network.

Moreover, they are thus more natural representations for the modern knowledge markup and exchange
environments such as XML, RDF(S), and OIL. Since link types also map to predicate types (binary or n-ary
if hypergraphs are used), such structures also support inference systems such as used in ontologically-based
description logic formalisms (see Fensel et al. [6] for a brief discussion of all of this).

3 Typed Link Knowledge Discovery

So assume a large, heterogeneously typed social meta-network structure involving multiple data fields (name,
aliases, citizenship, address, age, travel dates, education, etc.) Our goal is then to understand how to generate
significant hypotheses concerning such questions as:

1. Which fields are important?

2. For which subsets of the data?

3. Where are the “interesting” areas of structure or activity?

Such questions are obviously closely related to now-classical statistical pattern recognition (“data mining”)
methods in large multi-dimensional databases, including clustering, feature extraction, classification, etc. [5].
Where our approach differs is its emphasis both on a graph- and network-theoretical representation and a
desire to respect the original dimensionalities of the database.

The most serious problem in moving from untyped to typed structures is complexity increase. A network
with M nodes is hard enough, with M(M −1) possible binary links. But given in addition N link types, one
needs to consider not just all NM(M − 1) possible binary links of a single type, but moreover, to answer in
particular question 1 above, potentially all combinations of link types. This number grows very large in N :

N∑
n=1

(
N

n

)
M(M − 1)

Thus our approach is predicated on the idea that fully automatic knowledge discovery methods addressing
such questions will not be feasible. Instead, we aim at methods which are:

• Appropriate for moderately sized multi-graphs (102 - 105 nodes).

• Semi-automatic, and

• User expert guided.

The basic idea is to provide an intelligent analyst, a domain expert with background and training in these
kinds of mathematical and computer scientific tecniques, with a suite of tools which will support him or her
to iteratively guide search for areas of local structure.
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4 Link Analysis

In the full paper we will provide a complete and rigorous definition of the term “link analysis” in this
context as one such broad methodology. This term has a definite, but small, presence in the literature [8].
To our knowledge the concept was developed in the mid 1990’s within the law enforcement and anti-money
laundering communities (see [14], for example), within which it has considerably more recognition.

It is significant to note that link analysis in our sense of discovery specifically in typed-link networks is
usually not clearly distinguished from “network analysis” in the sense of single-link networks. An example,
again, is Kleinberg [11], whose approach is decidedly network-theoretical in our sense, despite being called
link analytical. Thus establishing this term in a proper way may be difficult, but we believe proper to
attempt at this time.

The kinds of questions which link analysis is intended to address concern collections of records distributed
over collections of link types. So, for example, given such a collection of records, how do they implicate one
collection of link types or another? Similarly, how do they implicate other connnected collections of records,
perhaps being more, fewer, or somehow overlapping?

A central concept to our sense of link analysis is known as chaining. It works like this:

• Assume a database D with N dimensions and M data points.

• Define a “view” on D as its projection to a particular subset of dimensions n ⊆ {1, 2, . . . , N} and
restriction to a particular subset of records m ⊆ {1, 2, . . . , M}, denoted Dn,m.

• Chaining then consists of moving from one particular view Dn,m to another D′
n′,m′ , where n ∩ n′ �=

∅, m ∩ m′ �= ∅, or both.

Conceptually, first an intelligent analyst considers certain aspects (n) of a certain group of records (m), for
example the place of birth (n) of a group of people who all went to the same school (m). She then chains to
consider another aspect, say the addresses (n′∩n = ∅) of those of that group who went to Harvard (m′ ⊆ m).

Figure 3: (Left) Chaining in a typed-link network. (Right) In a two-dimensional contingency table [10].

Fig. 3 illustrates this process in two different contexts. On the left, we have a typed-link meta-network. The
solid boundary indicates D{f},{w,y,z}, the dashed boundary the transition to D′

{g},{x,w,z}, so that n∩n′ = ∅,
but m ∩ m′ �= ∅.
On the right is a somewhat more complex example derived from VizTool, an information theoretical data
discovery tool developed at the Los Alamos National Laboratory for fraud detection in IRS tax databases.
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VizTool implements our methodology Data Exploration through Extension and Projection (DEEP) [10].
Here the representation is not in terms of labeled graphs, but rather of contingency tables, where the
dimensions X1 and X2 represent different link types. The cells indicate the number of records with a certain
vector value, and the marginal counts are included on the edges of the matrix.

While the complete formal relations between the labeled graph and contingency table representations remain
to be detailed in the full paper, the concept of chaining in both is quite similar. Step 1 indicates an initial
view D{2},M , all records projected onto the second dimension. The second step restricts this to D′

{2},m,
where m ⊆ M now indicates those ten records {�x} = {〈x1, x2〉} such that x2 = y. In the third step, D′′

N,m

indicates the same set of records, but now extended back both dimensions N = {1, 2} ⊇ {2}. Similar other
steps are indicated.
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Abstract 
Does increasing the number of information channels in the information network society 

diversify or concentrate consumption variety? To answer this question, we studied how 
increasing the number of information channels affects consumption behavior in our society. An 
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channel number, and analyzed the model through computer simulation. 
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Information Channel Effect in Consumer Behavior: an Agent Based Model 
Hitoshi Yamamoto, Isamu Okada and Toshizumi Ohta 

 
The current development of information networks is increasing the number of interactive information channels 

and also the quantity and variety of information individuals can access and acquire. This enables customers to now 
select from a much greater number of alternatives than had been previously possible. Under these circumstances, 
however, phenomena known as winner-take-all phenomena can now be observed everywhere (Frank and Cook, 
1995). Here, we define these phenomena as processes in which consumers' selectiveness is concentrated gradually 
on particular goods in certain markets. Examples of winner-take-all markets include telephone services and 
operating systems. One trait these markets share in common is the action of network externality. However, we 
observed winner-take-all phenomena in our research even in markets such as music or movie software, and action of 
network externality is not possible in these markets. To analyze the mechanisms of these markets, we focus on 
information channel characteristics and network structure and simulate a multi-agent model on consumer behavior 
in response to information acquired. 

From the simulation results we obtained, we conclude that the ongoing development of information channels, 
i.e., the development of interactive information networks, tends to strengthen winner-take-all phenomena. We 
propose a scenario under which the society branches off from a diverse consumption or a concentrated consumption 
by interactive effects between the number of information channels and the ratio of consumers. 

 
Diversification of information and concentration of consumption 

Is the ongoing development of information networks bringing about a diversification of consumer selectiveness 
or a concentration of it? Intuitively, it can be said that development on the economic level should give rise to a wide 
variety of goods which consumers need. In turn, a wide variety of needs gives rise to production on a limited scale 
of a wide variety of goods and thus forms a basis for a one-to-one marketing. 

Development of the Internet has increased and is increasing the quantity and variety of information that 
individuals are able to gain access to. This is changing society from one in which the mass media distributes 
information in a mono-directional manner to one in which individuals distribute it in a bi-directional information 
manner. As a consequence, even the needs of consumers in very small markets give rise to markets in and of 
themselves, enabling today’s consumers to select from a wide variety of goods and information. Examples of such 
small-size markets are auction markets between consumers such as the eBay and Internet shopping malls such as the 
Rakuten in Japan. In short, it appears to us that the development of bi-directional (interactive) information networks 
is generating a society in which the scale of consumption is becoming ever-more widespread and varying. 

On the other hand, a new economy known as the “digital economy” has emerged at the same time, through the 
development of information technology and information networks. According to Arthur(1996), the digital economy 
has its own set of unique economic laws. A winner-take all society has emerged as a byproduct of the digital 
economy, and this is a society in which particular winners monopolize almost all goods in a market. For example, 
NTT DoCoMo monopolizes the mobile phone market in Japan, and Microsoft with its Windows monopolizes the 
operating system market all over the world. These examples can be explained if one bears in mind that network 
externality is a prime factor in the digital economy. In addition, there is another winner-take-all phenomenon that 
occurs due to long-established physical economic laws. A well-known phenomenon in the full-scale economy is that 
the higher quantity of goods a firm can produce, the lower in price they are, and consequently the firm becomes a 
winner in the market it operates in. For example, McDonald’s became a winner in the fast-food market through mass 
production and cost management. 

From our point of view, some winner-take-all phenomena that affect neither network externality nor the scale of 
the economy can be observed in markets. For example, in the music and movie software markets, concentration of 
consumption is observed nowadays. To understand what behavior patterns consumers will follow in the future, we 
must analyze the development of Internet mechanisms that influence diversification or concentration of 
consumption, especially the role of information channels between individuals. Thus, we focus our attention on 
information channels between individuals in information networks. These channels provide communication links 
such as face-to-face communication, e-mail, and communication over the Web. We hypothesize that increasing the 
number of information channels will significantly influence winner-take-all phenomena in the music and movie 
software markets. 

Against this background, we constructed a model of consumer purchasing and communication behavior to 
understand the manner in which an increase in the number of information channels influences consumer behavior. 



Development of Consumer Behavior Model 
We used knowledge of consumer behavior theory to develop the model (Rogers,1983)(Usshikubo and Ohtaguro, 

1984). We classified consumers into four types: "Early Adaptor", "Trend Carrier", "Niche Leader", and "Follower". 
We modeled consumer behavior with "information retrieval" and "communication" axes. An "Early Adoptor" is one 
who actively undertakes information retrieval and communication. A "Trend Carrier" is one who actively undertakes 
communication but is passive in the area of information retrieval. A "Niche Leader" is one who actively undertakes 
information retrieval but is passive in the area of communication. A "Follower" is one who is passive in the areas of 
both information retrieval and communication. These consumer behavior patterns are compiled in Table 1. 

 
Table 1: Principles of Agent Behavior 

Information retrieval  

Active Passive 

Active Early Adoptor Trend Carrier Information 

dispatch Passive Niche Leader Follower 
 
We developed a multi-agent simulation model according to these principles. An "Early Adoptor" agent searches 

and purchases goods that match his own preferences, and sends information about the goods. A "Trend Carrier" 
agent purchases goods that nearly match his own preferences according to the information he received, and sends 
information about the goods. A "Niche Leader" agent searches and purchases goods that match his own preferences, 
but does not send information about the goods. A "Follower" agent purchases goods which are most fashionable at 
the time, and does not send information about the goods. 

 
Computer simulation 

In this section, we describe how we simulated consumer behavior by changing the composition of consumer 
agents and information channels in order to determine the relationship between an increase in the number of 
information channels and the winner-take-all phenomenon. We used a Gini coefficient to observe the latter. Figure 1 
shows the relationship between an increase in the number of information channels and the winner-take-all 
phenomenon.. Case 1 is a society with many trend carrier consumers. Case 2 is a society with many follower 
consumers. Case 3 is actual consumer composition. 

 
 

Figure 1: Information channel number vs. winner-take-all 
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In Case 1, when the number of information channels is small, the occurrence of winner-take-all rapidly rises as 
the number of information channels increases. As the number of channels increases further, consumer behavior 
becomes diverse. In Case 2, when the number of information channels is small, there are few consumers who 
circulate information into society, and agents purchase goods based on local information. Therefore, the overall 
consumption tendency varies and the Gini coefficient is low. As the number of information channels increases, 
everybody comes to purchase the same thing since fashion information circulates quickly throughout the whole 
society. The Gini coefficient becomes high in this case; this is winner-take-all society. In Case 3, the winner-take-all 
phenomenon becomes more pronounced as the number of information channels increases. 

 
Conclusion 

To answer the question of whether increasing the number of information channels in the information network 
society diversifies or concentrates consumption variety, we constructed a consumer behavior model which takes 
communication behavior into account. With the model we showed that the winner-take-all phenomenon occurs 
according to the relationship between consumer composition patterns and the number of available information 
channels, as follows. 

1. In a market with many follower consumers, an increase in the number of information channels induces 
winner-take-all. 

2. In a market with many trend carrier consumers, winner-take-all occurs when there are few information 
channels. However, diversification of consumption is induced as the number of information channels 
increases. 

These results are summarized in Table 2. 
 

Table 2: Diversification and centralization of consumption induced by the information channel 
 Trend carriers 

 Few Many 

Information Channels Few diversification centralization 
 Many centralization diversification 
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Abstract 

Electricity systems are a central component of modern economies.  Many electricity 
markets are transitioning from centrally regulated systems to decentralized markets.  
Furthermore, several electricity markets that have recently undergone this transition have 
exhibited extremely unsatisfactory results, most notably in California.  These high stakes 
transformations require the introduction of largely untested regulatory structures.  Suitable 
tools that can be used to test these regulatory structures before they are applied to real 
systems are required.  Multi-agent models can provide such tools.  To better understand the 
requirements such as tool, a live electricity market simulation was created.  This experience 
helped to shape the development of the multi-agent Electricity Market Complex Adaptive 
Systems (EMCAS) model.  To explore EMCAS' potential, several variations of the live 
simulation were created.  These variations probed the possible effects of changing power 
plant outages and price setting rules on electricity market prices. 
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INTRODUCTION 

Electric utility systems around the world continue to evolve from regulated, vertically integrated monopoly 
structures to open markets that promote competition among suppliers and provide consumers with a choice of 
services.  The unbundling of the generation, transmission, and distribution functions that is part of this evolution 
creates opportunities for many new players or agents to enter the market.  It even creates new types of 
industries, including power brokers, marketers, and load aggregators or consolidators.  As a result, fully 
functioning markets are distinguished by the presence of a large number of companies and players that are in 
direct competition.  Economic theory holds that this will lead to increased economic efficiency expressed in 
higher quality services and products at lower retail prices.  Each market participant has its own, unique business 
strategy, risk preference, and decision model.  Decentralized decision-making is one of the key features of the 
new deregulated markets. 

Many of the modeling tools for power systems analysis that were developed over the last two decades are 
based on the implicit assumption of a centralized decision-making process.  Although these tools are very 
detailed and complex and will continue to provide many useful insights into power systems operation 
[Conzelmann et al., 1999; Koritarov et al., 1999, Harza, 2001], they are limited in their ability to adequately 
analyze the intricate web of interactions among all the market forces prevalent in the new markets.  Driven by 
these observations, Argonne National Laboratory’s Center for Energy, Environmental, and Economic Systems 
Analysis (CEEESA) has started to develop a new deregulated market analysis tool, the Electricity Market 
Complex Adaptive Systems (EMCAS) model.  Unlike those of conventional electric system models, the 
EMCAS agent-based modeling (ABM) techniques do not postulate a single decision maker with a single 
objective for the entire system.  Rather, agents are allowed to establish their own objectives and apply their own 
decision rules.  Genetic algorithms are used to provide a learning capability for certain agents.  With its agent-
based approach, EMCAS is specifically designed to analyze multi-agent markets and allow testing of regulatory 
structures before they are applied to real systems. 

 
OVERVIEW OF THE AGENT-BASED MODELING CONCEPT 

The complex interactions and interdependencies between electricity market participants are much like those 
studied in Game Theory [Picker, 1997].  Unfortunately, the strategies used by many electricity participants are 
often too complex to be conveniently modeled using standard Game Theoretic techniques.  In particular, the 
ability of market participants to repeatedly probe markets and rapidly adapt their strategies adds additional 
complexity.  Computational social science offers appealing extensions to traditional Game Theory. 

Computational social science involves the use of ABMs to study complex social systems [Carley et. al., 
1998][Epstein & Axtell, 1996].  An ABM consists of a set of agents and a framework for simulating their 
decisions and interactions.  ABM is related to a variety of other simulation techniques, including discrete event 
simulation and distributed artificial intelligence or multi-agent systems [Law & Kelton, 2000; Pritsker, 1986].  
Although many traits are shared, ABM is differentiated from these approaches by its focus on achieving “clarity 
through simplicity” as opposed to deprecating “simplicity in favor of inferential and communicative depth and 
verisimilitude” [Sallach & Macal, 2001]. 

An agent is a software representation of a decision-making unit.  Agents are self-directed objects with 
specific traits.  Agents typically exhibit bounded rationality, meaning that they make decisions using limited 
internal decision rules that depend only on imperfect local information. 

A wide variety of ABM implementation approaches exist.  Live simulation where people play the role of 
individual agents is an approach that has been used successfully by economists studying complex market 
behavior.  General-purpose tools such as spreadsheets, mathematics packages, or traditional programming 
languages can also be used.  However, special-purpose tools such as Swarm, and the Recursive Agent 
Simulation Toolkit are among the most widely used options [Burkhart et al., 2000; Collier & Sallach, 2001]. 

Several electricity market ABMs have been constructed, including those created by Bower and Bunn 
[2000], Petrov and Sheblé [2000], as well as North [2000a, 2000b, 2001].  These models have hinted at the 
potential of ABMs to test electricity market structures under controlled conditions. 



 

 

Figure 1:  EMCAS Structure and Agents 

 
THE EMCAS CONCEPT 

EMCAS is an electricity market model related to several earlier models [VanKuiken, et al., 1994; Veselka, 
et al., 1994].  The underlying structure of EMCAS is that of a time continuum ranging from hours to decades.  
Modeling over this range of time scales is necessary to understand the complex operation of electricity 
marketplaces. 

On the scale of decades, the focus is long-term human decisions constrained by economics.  On the scale of 
years, the focus is short-term human economic decisions constrained by economics.  On the scale of months, 
days, and hours, the focus is short-term human economic decisions constrained by economics and physical 
laws.  On the scale of minutes or less, the focus is on physical laws that govern energy distribution systems.  In 
EMCAS, time scales equate to decision levels.  There are six decision levels implemented in the model, with 
decision level 1 representing the smallest time resolution, that is, the hourly or real-time dispatch.  Decision 
level 6 on the other side is where agents perform their long-term, multi-year planning. 

EMCAS includes a large number of different agents to model the full range of time scales (see Figure 1).  
The focus of agent rules in EMCAS varies to match the time continuum.  Over longer time scales, human 
economic decisions dominate.  Over shorter time 
scales, physical laws dominate.  Many EMCAS 
agents are relatively complex or “thick” 
compared to typical agents.  EMCAS agents are 
highly specialized to perform diverse tasks 
ranging from acting as generation companies to 
modeling transmission lines.  To support 
specialization, EMCAS agents include large 
numbers of highly specific rules.  EMCAS agent 
strategies are highly programmable.  Users can 
easily define new strategies to be used for 
EMCAS agents and then examine the 
marketplace consequences of these strategies.  
EMCAS and its component agents are currently 
being subjected to rigorous quantitative validation 
and calibration. 

 
EMCAS PROTOTYPING:  A POWER MARKET SIMULATION GAME 

To better understand the requirements of an electricity market structure testing tool, a live electricity 
market simulation was created.  The market game that was developed used individuals to play the role of 
generation companies.  One additional person played the role of the ISO/RTO. 

Each generation company in the market simulation game had three identical generators.  The generators 
included a small natural-gas-fired turbine generator, a medium-sized natural-gas-fired combined cycle unit, and 
a large coal-fired power plant.  Players were allowed up to five bid blocks for each unit.  Players submitted bids 
electronically.  The bids were collected and used by the system operator.  Players based their bids on public 
information electronically posted by the system operator.  This information included historical and projected 
prices, demands, supply, and weather. 

The system operator collected the players’ bids on a periodic basis and used to them to simulate the 
operation of an electricity spot market.  The simulation calculated MCPs and player profits based on internally 
derived demands, supplies, and weather.  The actual simulation demands, supply, and weather differed from the 
publicly posted projections by small random amounts.  Generating units also suffered from unannounced 
random outages. 

An initial market simulation game was run with six players.  The price results from this run are shown in 
Figure 2.  Subsequently, a second market game with 10 players was run.  Experience from these market 
simulation games suggested that the development of an electricity market ABM might be extremely beneficial.  
This experience helped to shape the development of EMCAS. 

 
EMCAS AND THE GAME 

An EMCAS case has been created based on the previously described market game.  Specific agents 
representing individual market game players were implemented by using EMCAS’ agent architecture.  The 



 

strategies of the individual players were 
determined by asking them to write short 
descriptions of their approaches after the 
completion of the game and then following 
up the writing with a series of focused 
interviews.  Once the strategies were 
determined, agents implementing each of 
the strategies were programmed. 

The individual agents developed to 
emulate the market game players were run 
using the same data originally used for the 
game.  The resulting prices are similar to 
those found in the individual market game 
as shown in Figure 2.  The main difference 
is that the prices near hour 40 are higher in the EMCAS case because the EMCAS agents were programmed to 
use the evolved final strategies of the players.  Many of the market game players had begun the game using a 
relatively cautious approach to bidding.  As the game progressed, they learned to become much more 
aggressive.  For example, several players developed “hockey stick” strategies that have low prices for the 
majority of each generator’s capacity followed by extremely high prices for the last few megawatts.  This 
approach can be effective because players have little to risk and much to gain.  The risk is minimal because the 
vast majority of their generation bids are likely to be accepted.  The gain is potentially high because MCP 
pricing will assign the last few megawatts high prices to all generation during times of shortage.  The result 
lends new meaning to the hockey term “high sticking.” 

The EMCAS agents were programmed with the final, more aggressive strategies of the human players.  
Thus, EMCAS tended to have higher prices throughout the simulation.  Once EMCAS was able to replicate the 
original market game, it was used to explore its suitability as an electricity market structure testing tool. 

 
CHANGING THE RULES 

To explore EMCAS’ potential, several variations of the original market game case were created and 
simulated.  These variations probed the effects of changing power plant outages and price setting rules on 
electricity market prices.  As previously mentioned, EMCAS and its component agents are currently being 
subjected to rigorous quantitative validation and calibration.  All of the EMCAS results presented here are 
intended to explore EMCAS’ potential to be used as an electricity market structure testing tool.  As such, they 
are not intended to represent complete analyses of the issues described. 

Figure 3 shows the results for the baseline case.  This EMCAS run assumes a Pay-MCP market without 
power plant outages with prices closely following the assumed daily load pattern.  The first variation to the base 
case that was tested was the effect of power plant outages in a Pay-MCP market.  The hourly prices are shown 
in Figure 4.  In this example, the overall effect of power plant outages is to greatly increase market prices during 
periods of peak demand.  This suggests that an important concern for regulators setting pricing rules is the 
relative balance between system supply and demand.  In particular, systems that have demands that approach 
the maximum generation supply may experience significant price spikes under Pay-MCP.  Such systems might 
fare better under Pay-as-Bid because they could potentially be victimized by strategies such as high sticking. 
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Figure 4:  Pay MCP with Outages 
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Figure 3:  Pay-MCP without Outages 

 

Figure 2:  Market Clearing Prices - EMCAS 
versus Market Game 



 

In the second variation, the market was set up as Pay-as-Bid.  Agent pricing strategies were suitably 
modified to reflect the new price setting rule.  The actual hourly loads, the hourly loads served, the available 
generation capacity, and the resulting hourly prices are shown in Figure 5.  In this case, all of the loads were 
served, so the actual hourly loads and the hourly loads served are the same.  In this example, the overall effect 
of Pay-as-Bid is to noticeably reduce price fluctuations.  This observation suggested a third experiment. 

The third variation looked at the effect of Pay-as-Bid price setting with power plant outages.  As before, 
agent pricing strategies were suitably modified to reflect the price setting rule.  The hourly prices are shown in 
Figure 6.  As with the previous Pay-as-Bid example, in this run, the overall effect is to substantially reduce price 
volatility compared to Pay-MCP, particularly during times when high demands intersect with reduced supplies. 

 
 

THE PROFIT MOTIVE 
Considering the lower and more stable prices found under Pay-as-Bid, it appears that this form of pricing is 

better for consumers under this simplified model run.  Producers, however, may have a different view.  While 
prices are lower and more stable under Pay-as-Bid, producers lose money under this approach, as shown in 
Figure 7.  Naturally, unprofitable markets tend to drive producers out.  This can greatly reduce long-term 
competition and result in cyclical price trends with long periods.  Clearly, market rules must balance the 
interests of producers and consumers in order to preserve long-term market stability. 

 
CONCLUSIONS 

As electric utility systems around the world continue to move toward open, competitive markets, the need 
for new modeling techniques will become more obvious.  Although traditional optimization and simulation 
tools will continue to provide many useful insights into market operations, they are typically limited in their 
ability to adequately reflect the diversity of agents participating in the new markets, each with unique business 
strategies, risk preferences, and decision processes.  Rather than relying on an implicit single decision maker, 
ABM techniques, such as EMCAS, make it possible to represent power markets with multiple agents, each with 
their own objectives and decision rules.  The CAS approach allows analysis of the effects of agent learning and 
adaptation.  The simple test runs presented in this paper clearly demonstrate the value of using EMCAS as an 
electricity market structure testing tool, where regulatory structures can be tested before they are applied to real 
systems. 
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Figure 7:  Generation Company Profits under 
Various Market Rules and Outages Regimes 
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Figure 5:  Pay-as-Bid without Outages 
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USING CULTURAL ALGORITHMS TO EVOLVE NEAR OPTIMAL OEM PRICING STRATEGIES 
IN A COMPLEX MULTI-AGENT MARKET MODEL 

David Ostrowski & Robert Reynolds 
 

1.1 Software Engineering 
Software Engineering methodologies have demonstrated their importance in the efficient solution of 

complex real-world problems. The process of  designing and testing programs is related to the heuristic search 
through the space of possible programs. [Simon 1986] Heuristic search is often performed using evolutionary 
computation methods in situations of high dimensionality. [Koza 1990] Software design methods when directly 
applied to evolutionary computation practices can reveal detailed information with regards to program 
constraints. The identification of program constraints serves as an effective practice of program design and 
implementation. 

 
1.2 Genetic Programming 

Software development can be viewed as the searching through all possible programs. Genetic Programming 
(GP) applies evolutionary methods to the development of programs by assisting in this search process. GP 
systems perform this simulating evolutionary concepts in order to derive programs from an infinite amount of 
possible programs. This process provides assistance to the user in acquiring knowledge with regards to the 
software development process. With the application of Software Engineering techniques, the search can 
become a more focused effort. 

 
1.3 Software Testing and Design 
A strong relationship exists between software design and testing. Software testing practices reinforce and 
verifiy the design by the practice of determining program faults by providing knowledge that can allow the 
programmer to pin-point its causes and relate them back to a specification. Testing allows the programmer to 
update the software specification and refine it. Two complementary approaches in software testing are white 
and black box testing [Pressman 1987] White box testing is used to examine a programs structure which 
includes examination of program logic and control flow. Black box testing allows one to examine a program as 
one would view a mathematical function: containing a set of inputs corresponding to a set of outputs with no 
consideration as how they were specifically generated. In the context of program testing, the black box test is 
applied first with the goal of determining whether the programs performance matches the requirement. When a 
lack of fit is identified, a white box approach is used to directly relate the behavior back to the specification in 
the program. 
 These techniques can be applied in the context of software design in order to provide design knowledge. In 
design, the white box testing approach is applied first, to support the construction of a prototype. Here, we are 
examining a program structure, or effectively modifying the structure in response to its performance. Once a 
program's structure has been developed to a suitable level of performance, then it is given over to the black box 
testing process. The goal of the black box testing is to identify any faults within the existing program 
representation. Once faults have been identified, they can in turn be applied in the context of a second phase of 
white box testing. This alternating sequence of white and black box testing parallels what human programmers 
do as part of the programming development process. This paper will apply this approach to the automated 
design of genetic programs where the genetic programs are applied to automated design of agent-base market 
strategies. 
1.4 Cultural Algorithms 
 Cultural Algorithms enhance the evolutionary process by the application of a belief structure to the 
traditional evolutionary population. [Reynolds 1994] This second structure emulates symbolic cultural 
evolution as opposed to biological evolution. This knowledge maintains beliefs about programs performance 
which is influenced by and in turn influences future populations in a manner similar to the preservation of 
culture among human populations. This enhanced version of evolutionary computation is suitable for 
application to program design since the knowledge maintained can complement our approach of the integration 
of two software development methodologies where both techniques can assist in the overall software design 
process. Zannoni and Reynolds [Zannoni and Reynolds 1995] demonstrated the use of Cultural Algorithms to 
speedup the genetic programming development process. We will build upon their approach to further enhance 
this technique by adding the to the belief space knowledge produced by the application of Software 
Engineering concepts. The Cultural Algorithm approach that we are going to employ uses two Cultural 
Algorithms chained together, one for white box testing and the second for black box strategy. They will each 
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utilize a belief space representing implicit and explicit constraints on the developing program. (figure 1.0) It is 
hypothesized here that this knowledge is necessary to guide the design of solutions to complex 
multidimensional engineering problems. In order to test this hypothesis our system (DCAGP) will be applied to 
the design of agents in a complex multi-agent economic system model. 

B la c k  b o x  
t e s t

B la c k  b o x
t e s t

I m p l i c i t  
c o n s t r a in t s

E x p l ic i t  
c o n s t r a in t s

B e l ie f  S p a c e

 
Figure 1.0 Dual –Cultural Algorithms with Genetic Programming 

 
1.5 Agent –Based Systems Configurations 
 Agent-based environments are created in order that we might be able to represent real-world scenarios. 
Agent-based systems affords the agents the capability of acting on knowledge as opposed to only reasoning 
about it as in the classical Artificial Intelligence modeling [Feber 1995] The concept of action is predicated on 
the fact that agents maintain the ability to carry out actions which are going to modify the agents environment 
and future decision making. Due to this capability, agent-based environments are viewed frequently as being 
mathematically intractable. This type of approach necessitates the application of an evolutionary computation 
approach. In this paper, the calibration of a multi-agent system is used to illustrate the power of combining both 
white and black box knowledge. Our goal is to a demonstrate an approach to automated software development. 
By applying a dual approach of white and black box test through the use of Cultural Algorithms we hope to 
design an agent-based system in the most effective manner. 

 
1.6 Outline of paper 

This paper is structured in the following manner: in section two, we examine knowledge generated by 
traditional software testing methods. Here, we will examine the complementary white and black box 
approaches as currently applied to software testing. We then discuss how to utilize the knowledge obtained 
from both approaches using a Cultural Algorithm framework. These approaches chained together to assist in 
the genetic programming development are describe as Dual Cultural Algorithms with Genetic Programming 
(DCAGP). Section three describes Cultural Algorithms as a framework in which to automate the design of 
complex programs in more detail. Section four presents an implementation of, and gives an example 
application to the generation of a program that computes the quadratic equation. The DCAGP approach 
demonstrates that the added knowledge produces a speedup in the design process for their program in 
comparison to the standalone GP. While successful in the design of this program, we wish to test whether the 
joint knowledge generated by black and white testing allows the system to generate a more complex software 
object, the design of an intelligent agent in a complex multi-agent system. In section five, we describe the basic 
concepts involved in multi-agent design and the rationale behind using a Cultural Algorithm in such a 
framework. We also identify the characteristics of the multi-agent system which we will use in our approach. In 
section six we describe a customized multi-agent system, marketScape to simulate a durable goods market 
which will be our target application. This system will be used to compute the solution for a near-optimal 
pricing model for a given configuration of consumers and an OEM (Original Equipment Manufacturer) based 
on theories presented by Porter and Sattler. [Porter and Sattler 1999] Porter and Sattler's approach, which has 
been demonstrated to obtain maximal profits for a single OEM agent while providing a market equilibrium is 
used as an initial configuration of the marketScape environment . In section seven, we present the results of 
marketScape when presented with a complex set of consumer buying scenarios that reflect real-world situations 
in which some of the assumptions of the Porter-Sattler based model are violated. In particular, Porter-Sattler 
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assumes that agents have no memory of price history so their purchasing scenarios are very simple. If we allow 
agents to have access to the pricing history of the OEM various purchasing strategies such as postpone etc are 
possible. Thus, the Porter-Sattler based model may not necessarily produce the optimal solution for the . It is 
shown that that the near-optimal pricing model does not perform as well in terms of profitability. So in section 
eight, we apply the DCAGP to our marketScape environment in order to design an improved pricing strategy 
for our agent-based model in these situations. We demonstrate that the DCAGP approach produces OEM 
strategies that improve profitability by over a million dollars compared to that of the near-optimal model in 
these scenarios. In section nine, we conclude by suggesting that the knowledge generated by the use of both 
black and white box testing process together is sufficient to produce designs that improve upon traditional 
model performance in complex real-world situations. We feel that the key to the development of automated 
programming systems for complex real-world applications will need the integration of this type of knowledge 
into the system. 
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The Utilization of WorkLenz in System Development & Test 
Joshua Kaffee and Kevin Keogh 

 
The management, measurement, and analysis of organizational performance have evolved significantly in 

response to the mainstream adoption of personal computers and, more recently, the Internet.  To more fully address 
the correspondingly changing market demands, and to provide analytical and forecasting capabilities, Métier, Ltd. 
has developed WorkLenz, its proprietary software for predictive portfolio management.  Because of its iterative 
nature and clearly defined workflow structure, WorkLenz-based analysis of the system development and test project 
conducted by a global systems integrator in support of the Global Positioning System program provides an excellent 
illustration of the power and potential of the application.  This paper examines the detailed analytical approach 
applied to the system integrator’s work as well as the unmatched accuracy of the resultant forecasts. 

 
Synopsis of Analysis 

 Following a rigorous data gathering process, the resources, plans, and status updates for the client’s first test 
cycle were entered into WorkLenz.  Analytical techniques unique to WorkLenz (and described in detail below) were 
applied to the data in an effort to forecast the client’s performance in a second, similar test cycle.  The WorkLenz-
based forecast proved to be significantly more accurate than initial management plans, leading the client to request 
the use of WorkLenz for the validation of the proposed revamping of a third project schedule.  WorkLenz analysis 
suggested that management instincts were correct; the need for a schedule re-plan was significant, and the project’s 
eventual health depended on that re-plan. 
 

WorkLenz Overview 
WorkLenz, Métier’s predictive portfolio management application, stands at the forefront of distinct 

technological and strategic advancements in the realm of work ontology.  In addition to capitalizing on the 
flexibility and timeliness afforded by the Internet and the Application Service Provider (ASP) model, WorkLenz 
also offers a new approach to the way we think about analyzing work and improving processes.  When employed in 
the management of an organization’s projects, WorkLenz captures task-based information and aggregates it into 
extremely accurate predictions about costs, schedule impacts, resource allocation and other metrics for future work. 
The software’s predictive capability allows managers to identify inefficiencies in their business, retool processes to 
avert similar impediments in the future, and improve the accuracy of long-term planning. 

The WorkLenz structure is simple and intuitive.  The majority of data is collected at the Task level; Tasks 
compose Phases, which compose Projects, which compose Programs, which compose the entire Corporation (see 
Figure A).  Tasks can be updated on an individual basis or from the Time Sheet.  Projects can be built using existing 
projects, stored templates, Microsoft Project files or other file types.  The types and categories used to describe 
each level of WorkLenz are completely customizable; during the implementation process, each client’s individual 
site is tailored to meet specific structural preferences while ensuring the ability to analyze across all desired 
divisions and parameters.  The result is a familiar, easy-to-use taxonomy that allows for unique analysis and 
forecasting based upon that analysis (see Figure B). 
 

 
 



Two key concepts distinguish WorkLenz from other web-based and client-side project management 
applications.  The first concept, Churn – defined as deviation from plan - is divided into three types and involves the 
movement of tasks into and out of the period in which they were planned to start or finish.  Right Churn is tallied 
when a task’s estimated start or complete date moves to a subsequent period, or when a task’s actual start or 
complete date occurs in a period subsequent to the estimated periods.  Left Churn results when a task’s estimate 
start or complete date shifts to a prior period, or when the task’s actual start or complete date occurs in a period 
prior to the estimated period.  Lastly, Down Churn is created when an unplanned task falls into the current period. 
 The second distinctive WorkLenz concept provides a unique approach to describing the nature of the work 
performed by an organization.  For each WorkLenz task, a Verb and an Object is selected from a dictionary 
customized for each Project.  Project lists are subsets of a customizable organization-wide list.  Verbs & Objects can 
then be utilized to perform detailed analysis on the nature of the fundamental actions and objects that constitute 
work for an organization, both independently and in relation to each other.  Additionally, the customizability of the 
Verb & Object dictionaries makes it possible for users to employ their own “language of work” as they manage 
projects in WorkLenz. 
 Combining the unique concepts of Churn with Verbs & Objects or other traceable variables allows for the 
statistics-based predictive analysis known as Slipperiness.  Slipperiness analysis examines the relative likelihood 
that a task will deviate from plan as compared to a defined norm.  For example, WorkLenz can calculate the 
slipperiness of a specific Verb-Object combination, revealing the probability that a task with that combination will 
churn relative to the average task.  Armed with this knowledge for a wide variety of variables, organizations can 
more effectively anticipate schedule dynamics and then respond with targeted management focus.  Additionally, this 
information can be incorporated into future plans, thus boosting the accuracy with each iteration of similar projects. 
 Finally, WorkLenz measures an organization’s ability to plan task durations by calculating a Performance 
Ratio.  The Performance Ratio is found by dividing the hours actually spent working on a task by the hours it was 
estimated would be needed to complete the task.  Thus, if an organization’s performance ratio (or PR) is equal to 
1.2, then, on average, 1.2 hours are spent completing a task for every hour estimated.  Available at every level of the 
application, the PR offers quick insight into the effort an organization is expending relative to plan.  
  

GPS Case Study 
The GPS program was developed and is managed by the Department of Defense, which has constructed a 

worldwide, satellite-based, radio-navigation system. The U.S. Air Force Space Command oversees the operations of 
a constellation of twenty-four satellites and their corresponding controlling ground stations. The ground stations are 
responsible for testing the satellites for operational military functions as well as continually monitoring their health 
and location while in orbit. The reach of GPS technology already transcends its military capabilities through its 
many real-world applications, which enable thousands of civilians to benefit from its precise location, navigation, 
tracking, mapping and timing calculations. These commercial GPS receivers are capable of processing coded 
satellite signals that enable them to compute position, velocity and time all over the globe. The GPS satellites 
provide accuracy and precision never seen before from navigation systems, military or otherwise. 

The focus of this case study is a global systems integrator who reported its work to both the prime contractor for 
the program and the Air Force. Our client is responsible for developing the software used to control the orbiting 
satellites from workstations on the ground. In addition to the design and development of the software, our client is 
also required to test all of the software installed on the satellites and to fix any flaws that may exist in the software. 
The analysis consisted of a two-part process that focused on different testing cycles and was conducted from April 
to December of 2001. Following the application of Métier’s concepts and methodologies in the initial phase of 
testing, our final analysis was used to validate a major overhaul of the client’s project schedule. 

 
Part 1: Our first step in engaging the client involved the collection of all relevant schedule information used to 

track the progress of their work.  To assist with the predictive process, certain information needs to be collected and 
entered into WorkLenz; that information includes the details of the executable activities of the projects.  Under ideal 
circumstances, Métier collects real-time data as the activities occur; however, this portion of the analysis was 
performed as a lessons learned exercise.  Because WorkLenz was not utilized from the project’s inception, the 
necessary information for our analysis was scattered amongst a variety of sources instead of residing in one tool.  
The estimated dates and estimated durations were derived from two different Microsoft Project files used to 
construct the project plans.  The actual dates and actual durations were extracted from sixteen binders and three 
boxes full of test logs.  Finally, the resources performing the work were gleaned from two Microsoft Excel files 
that were used by the project manager to track the status of the ongoing work.  In this case, three different sources 



were used to manage the projects; consequently, the effort required to finish pieces of the work was not completely 
understood, as the effort was not directly linked to the schedule in any of these sources.  

In order to provide our client with insight into their work performance, all data was imported into WorkLenz for 
analysis.  The testing at the time consisted of two cycles with identical tasks and identical resource availability.  The 
sample size of the first round of testing was made up of 83 planned activities. In addition, we were able to identify 
16 unplanned activities based upon baselined plans and the test logs.  The unplanned activities consisted entirely of 
re-runs, which were iterations of previous tests that either failed the first time or needed to be re-tested for 
verification purposes.  The second round of testing included 67 planned activities while only 7 unplanned activities 
were needed to complete this test cycle.  The breakdown of the estimated and actual hours for the 2 testing cycles 
follows: 

 

 Activity Type 
1st Cycle  
Est. Hrs 

1st Cycle 
Act. Hrs 

2nd Cycle 
Est. Hrs 

2nd Cycle 
Act. Hrs 

Planned 
Activities 

790.00 569.50 698.50 525.20 

Unplanned 
Activities 

- - - - - 114.66 - - - - - 7.08 

Totals:  790.00* 684.16* 698.50 532.28 

            * The planned re-runs were omitted from these figures because of a discrepancy in the nature of the projects. 
  

Upon first glance at the figures above, one can infer that the project manager padded the estimates when 
planning the testing cycles.  Because the client’s system consisted only of storing hard copies of the test logs and 
project plans, with no searchable electronic repository, its historical data was rendered largely useless.  While the 
manager had excellent first-hand knowledge concerning the nature of the testing - to the extent that she accounted 
for efficiency gains and fewer expected problem areas in the estimates for the second testing cycle - the estimates 
still did not comprehensively represent the work that would be done.  The manager’s estimates still varied by 166.22 
hours from the actual work performed in the completion of the second cycle of testing.  Often included in plans by 
experienced managers but rarely supported by quantified underlying factors, human intuition is fundamentally 
limited in its ability to predict reality on a consistent basis.  

WorkLenz helps rectify such management issues by utilizing past data to predict the outcome of future projects 
of a similar type.  WorkLenz accomplishes this by evaluating past performance and predicting the amount of 
unplanned work expected in the new project.  For this example, WorkLenz used the first testing cycle to predict a 
project plan for the second testing cycle since the planned activities of the two cycles were nearly identical.  While 
this practice opposes conventional statistical approaches, we were justified in doing so based upon the available 
resources and striking similarities between the two cycles.  The foundation for the second cycle’s plan is drawn 
directly from the total actual duration of the first testing cycle - 569.50 hours.  In addition, the work performance for 
the shared activities of the first and second testing cycles can be applied towards the construction of the second 
cycle’s predicted plan, as well as the anticipation of unplanned events.  The following calculations for performance 
ratio and percent of down churn (unplanned work) were vital to constructing the WorkLenz-predicted plan for the 
second cycle: 

 
Performance Ratio – Planned Activities (all figures for 1st Cycle) 
569.5 act. hrs. / 790.00 est. hrs. = 0.72 performance ratio 
Down Churn (all figures for 1st Cycle) 
16 unplanned tasks / 99 total tasks = 16.16% 

 
The second testing cycle was known to have sixty-seven activities of a similar nature to those in the first cycle.  
Therefore, the number of unplanned activities was projected to be 10.83 events, and the average duration for a re-run 
in the first testing cycle was 7.26 hours. 
   
 
Total Hours of Unplanned Activities 
(16.16% predicted Down Churn) x (67 planned 2nd cycle activities) = 10.83 unplanned activities 
(10.83 predicted re-runs) x (7.26 hrs per re-run in 1st cycle) = 76.81 Total Unplanned Hrs for Re-Runs in 2nd cycle 



 
 

A = Client 
Estimate for 2nd 

Cycle 

B = Performance 
Ratio of 1st Cycle 

for Planned 
Activities 

C = Total 
predicted Down 

Churn Hrs 

Predicted Total 
Hrs for 2nd Cycle 

(A*B) + C  

698.5 0.72 76.81  = 579.73 

 
 
 
 
 
 
 
 

Clearly, the manager’s estimates for the 2nd testing cycle were not closely based upon actual performance from 
the previous cycle.  In this case, the client overestimated the time needed to complete the project by more than 166 
hours.  WorkLenz could have increased the accuracy of the estimates for the 2nd cycle by more than 20%, which 
would have allowed the client to reallocate 135 work hours to other projects.  Additionally, such a dramatic 
improvement in labor estimation allows for more accurate and advantageous budgeting during the proposal phase.  
The optimized planning enabled by WorkLenz opens the door to lower-cost, higher-margin proposals.  
 On the strength of its ability to forecast the client’s performance during the 2nd Cycle, Métier was asked to 
employ WorkLenz to validate a revamped schedule that had been proposed for another area of the project.   

  
Part Two:  Before starting the development of a new version of software for the satellites, our client first needed 

to install other complementary software that had been purchased from vendors.  Once these software programs were 
installed, a team of twenty members was responsible for testing the effects of the new software additions on the 
satellites’ technical environment.  The testing was performed in a lab in a remote ground station on the client’s site.  
Our analysis of the testing cycle began at the mid-point of the project and focused on the impending schedule 
overhaul and budget overrun.  

As was the case with the earlier work we had performed for our client, the first necessary steps consisted of 
identifying the data sources.  Again, our client is not in the practice of harboring effort, schedule and cost metrics 
together while managing its projects, so we needed to assemble this data from a Microsoft Project file, two 
Microsoft Excel files, and direct input from the project manager.  The Microsoft Project file contained the schedule 
information that provided the basis for extracting valuable churn metrics.  One of the Excel files was used to 
monitor the status of ongoing activities and was updated on a weekly basis by the manager.  From iterations of this 
document, WorkLenz was able to identify problem areas and types of activities that were most likely to deviate from 
the schedule.  The second Excel file provided cost information for the employees performing specific tasks within 
the testing cycle.  In addition to the use of these resources, the project manager also offered significant input 
regarding client strategy and other factors related to our validation of the planned schedule overhaul.  

Of the two different software packages in need of testing, the first (Software A) was only tested in a non-
classified lab, while the other software (Software B) was tested in both the non-classified lab and in a classified lab.  
The testing process for these software installations was very similar to the previous test cycles (see Part 1).  Because 
the effort and scope of these test cycles were much larger than the prior pair, we derived the estimated durations for 
the testing of Software A and Software B (the estimated durations were not available from the resources) based on 
the previous cycles.  Additionally, the data provided indicated that 5,615 labor hours were budgeted for this project, 
with 20% of the labor hours allotted to the testing of Software A and 80% of the labor hours for Software B.  
 As previously discussed, the client did not directly relate hours worked to the tasks at hand for a given week.  
However, our client did track the total charge hours for each employee on a weekly basis.  These weekly charge 
hours were used in conjunction with the assumed actual hours we assigned each task based upon its status from one 
scheduling update to the next.  Together, the weekly charge hours and the assumed hours comprised an individual 
performance ratio for each employee, which was multiplied by the assumed actual hours to derive the actual hours 
entered into WorkLenz. 
 
 

Attribute 
Total Act. Hrs  
For 2nd Cycle 

Client Est. Hrs  
For 2nd Cycle 

WorkLenz 
Predicted Est. Hrs 

For 2nd Cycle 
Hours 532.28 698.50 579.73 

Variance - - - - - 31.2% 8.9% 



 
 

Example Employee: 85 charge hours for the week 
 
 
 
 
 
   Personal Performance Ratio: 
   85 charge hours / 76 total assumed act. Hrs = 1.12 
 
 
 
 
 
 
 
 
Utilizing the above methodology, WorkLenz calculated that the project was 28.4% complete while our client’s 
Excel spreadsheet suggested that they were 31.8% complete.  
 
 
 
 
 
 
 

Our client’s percent complete calculation failed to account for the fact that different tasks possess different 
estimated and actual durations; the WorkLenz calculation incorporates those characteristics of individual tasks when 
measuring overall project status.  Further supporting the WorkLenz calculation, our client claimed an Earned Value 
of 28.9% in their Cost System.  Using WorkLenz, we predicted that our client would have to work an additional 220 
hours to achieve its current claimed status on the Excel spreadsheet.  
 Our client then asked us to use WorkLenz to validate the fact that they were on pace to exceed the budget, and 
to verify the imminent re-planning of the schedule needed to help rectify this problem.  In order to accomplish this, 
we identified the Budgeted Hours of Work Remaining for both software installations.  Then, using a performance 
ratio for only Software A and a worst-case performance ratio from the previous test cycles (in Part 1 of our work), 
we were able to predict the labor hours remaining for Software A, as well as a best case and worst case labor hours 
remaining for Software B.  The average labor week for the testers was determined to be 274 hours from its Earned 
Value reports of the Cost System. 
 
 
 
 
 
 
 
 

Since the client informed us that they would be focusing all of their attention on finishing the testing of 
Software A before continuing with the testing of Software B, we were able to derive the completion dates in a 
straightforward fashion.  Our analysis was conducted during the first week December 2001; therefore, we estimated 
that the completion of Software A would take place on December 20, 2001, which was two weeks away. Our client 
was planning on completing that testing cycle by December 28, 2001, at the latest. Considering the holiday season at 
this time of year, our estimate of December 20th was not as far off as it may appear to be at first glance. Operations 
for the project were expected to cease on December 21st due to the unavailability of resources for the following 
week.  Hence, our prediction validated the project manager’s plan for the remaining work for Software A testing.  

Tasks Est. Hrs % Complete Assumed Act. Hrs 
1 50 hrs 100% 50 hrs 
2 40 hrs 50% 20 hrs 
3 60 hrs 10% 6 hrs 

Tasks Assumed Act. Hrs 
Personal 

Performance Ratio 
Act. Hrs in 
WorkLenz 

1 50 hrs 1.12 56.0 
2 20 hrs 1.12 22.4 
3 6 hrs 1.12 6.7 

Software 
Client Excel 
Spreadsheet 

WorkLenz 

A 78.8% 81.9% 
B 20.0% 15.0% 

Overall % Complete 31.8% 28.4% 

Testing Cycle BHWR PR 
Est. Hrs 

Remaining 
Ave. Labor 

Hrs Per Week 
Weeks 

Remaining 
Software A 254 hrs 1.72 437 hrs 274 hrs 2 weeks 

Software B- Best Case 1,850 hrs 1.72 3,182 hrs 274 hrs 12 weeks 
Software B- Worst Case 1,850 hrs 2.70 4,995 hrs 274 hrs 19 weeks 



 Our client also informed us that the testing of Software B would not resume until the second week of January 
2002.  Armed with this knowledge, we determined that the best-case scenario for our client finishing Software B 
would be on April 5, 2002, which is twelve weeks from the middle of January.  The worst-case scenario for the 
completion of this testing cycle was determined to be May 17, 2002, or nineteen weeks from the middle of January.  
Subsequent to the explanation of our estimated completion dates, the client revealed to us that the resultant 
completion date suggested by the re-planning was May 5, 2002- well within our date range.  
 Based on the quantifiable support provided by WorkLenz, the systems integrator proceeded with the re-plan. 

 
Additional Analysis - Slipperiness 

 The ability to identify problem areas before they become problematic frequently sets top managers apart.  
Unique to WorkLenz, slipperiness analysis spotlights activities that have historically strayed from the original plan 
and hence often created problems.  Slipperiness baselines all activities within the project by assigning a value of 
1.00 to the average churn rate for a verb-object pair.  In the two cycles for these software packages, the average 
churn rate was 37.5%, which means that those verb-object pairs (activities) with a slipperiness of 2.00 would have a 
churn rate of 75.0%.  Of all of the activities, 15.7% of them had a slipperiness greater than 2.00.  Because those 
activities were more than twice as likely to churn as the program norm, they demand management attention 
throughout their execution.  Our client was able to proceed with this advance knowledge, and therefore was more 
prepared to prevent problems that had previously occurred within these functional areas.   
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Abstract 
 Modern medical care is a collaborative activity among health care providers who work in complex, interconnected 
organizations. To design effective and efficient work processes and organizations, health-care administrators must 
understand and analyze the complex relationships between work processes, organizational structure, and organizational 
members. Unfortunately, applying project management simulation tools to medical care has been difficult because of the 
dynamic organizational structures and non-routine work processes found in medical organizations.  
 In this paper, I describe the organizational information-processing theory basis for OCCAM, an organizational 
simulation tool built to model medical care processes, and illustrate the theory with a root-cause analysis of an 
organizational error. I then describe extensions to the information-processing theory of organizations so that it can be 
applied to the non-routine “diagnose and repair” work processes and the flexible organizational assignments that are 
required for delivering medical care. My research develops a theoretical framework and simulation system in which 
organizational questions about these more flexible organizations can be queried, tested in a simulation environment, and 
used to guide medical administrators charged with designing new organizations and protocols. 
 
 
Contact: 
Douglas B Fridsma 
Center for Biomedical Informatics 
200 Lothrop Street 
Pittsburgh, PA 15213 
 
Tel: 1-412-647-7113 
Email: Fridsma@cbmi.upmc.edu 
 
 Keywords: medical organizations, medical errors, information-processing 
 



Simulation Medical Work: An Organizational Information-processing Approach 
Douglas B. Fridsma, MD 

 

Introduction 

 In engineering management, simulations based on organization theory have been used to ask organizational 
questions (Carley and Svoboda 1996; Thomsen and Kwon 1996; Christensen, Christiansen et al. 1997). Because these 
simulations are based on established organizational theories, the results of a simulation can be related back to the 
organization and systematically used to improve both the work process and the organization structure. In medical 
organizations however, few comparable simulation tools exist. If similar simulation techniques based in organizational 
theory could be applied to medical organizations, the results could be used to inform organization and medical protocol 
designers of design problems before implementation. In this paper, I describe organizational information-processing 
theory, illustrate the application of information-processing simulation techniques to the problem of medical errors, and 
describe extensions to information-processing simulation necessary to model and simulation additional kinds of medical 
processes. 

Information-Processing Theory 

 The information-processing theory of organizations also relates the amount of information available to task 
uncertainty. In organizations with unlimited processing capacity, additional information reduces the chance of errors, and 
improves the quality of the organizational produce. Conversely, if necessary information is missing, quality suffers. 
 A second important organizational concept is the notion of bounded rationality, first described in Herbert Simons 
book, The Administrative Man. Organizations are composed of individuals who are boundedly rational – although they 
desire to make optimal decisions based on all the information available, they have limited information processing 
capacity. Simon suggests that with too much information, organizational members are unable to keep up with the 
demand, and may miss important pieces of information. In contrast to information-processing theory, bounded rationality 
suggests that more information may not always lead to better decisions or higher quality processes. If organizational 
members become overloaded with work, they may miss important communications, and make errors.  
 Thus in examining organizations using this framework, there is a tension between the capacity of an organization to 
manage information, and the amount of information necessary to reduce task uncertainty.  Too little information, and the 
organization will make poor decisions. Too much information, and organizational members become overloaded and miss 
important pieces of information. Information technology, organizational structure, the composition and capabilities of 
organizational members, and the work process that the organization is trying to accomplish contribute to the balance 
between information demand and capacity. Within this framework, when a mismatch occurs between organizational 
information-processing capacity and information-processing demand, organizations are prone to making mistakes. 
 The principle goal of this research is to develop a tools and techniques to examine the flow of critical information 
within clinical environments, and to anticipate and correct error-prone processes before harm can occur to patients. In 
other industries in which the costs of errors can be high, researchers have used organizational simulations to evaluate how 
well a particular organization responds to the information-processing burden work processes present. For example, 
organizational simulations in the aerospace industry have successfully identified error-prone processes prior to the 
development and manufacture of satellite launch vehicles. Previous work in medical organizational simulation suggests 
that simulation techniques can be used to analyze medication errors and identify the parts of an organization that are 
susceptible to failure under stress.  

OCCAM :A Simulation tool to Examine Medical Organizations  

 In our simulation work, we have linked information-processing theory to Simon’s notion of bounded rationality 
(Simon 1976). Using these two theories in a simulation environment, we can use an information-processing simulation to 
explore how different organizational structures, actor skills, and work processes interact to enhance or impede the ability 
of organizational members to process this information. Not all ways of structuring an organization or work process are 
equal, and using simulation, we can explore alternative ways of structuring organizations and the work organizations do. 
 



Modeling Framework 
 To create an information-processing framework, we abstract all activities to a volume of work for which an 
organizational participant is responsible. Activity or organizational errors are modeled as exceptions—unexpected events 
that occur stochastically, based on characteristics of an activity. In addition to errors, exceptions also represent requests 
for information, or notification events that are not part of the usual work process. Exceptions require time to be evaluated 
by an actor and are time-limited—exceptions will expire if not attended to promptly by an actor. When ignored or not 
attended to, the actor requesting the information will make a decision by default. Decisions made by default are 
considered to be of lower quality that decisions in which the exception has been attended to. Thus decisions-by-default 
raise the probability of future exceptions. Our simulation model consists of a model of the organization (actors, skills, and 
supervisory relationships), a model of the clinical work process (activities, exceptions, and successor/predecessor 
relationships), and responsible-for links that connect the organization and work process.  
 When the organizational model is executed, the simulation breaks each task down into subtasks, and places these 
subtasks into the responsible actor’s inbox for processing. Actors with more skill or expertise in a given task will be 
faster at completing their assigned subtasks. When a subtask is completed, the simulation stochastically determines if an 
exception or communication must be generated and calculates the time until the communication or exception expires. For 
example, a communication sent via phone will have a short expiration time; one that uses the medical record to 
communicate will last longer. All communications and exceptions are placed in the actor’s inbox with the other tasks for 
processing. If tasks are being added faster than the actor can process them, the actor backlog will increase, and the chance 
that tasks or communications will expire before it is attended to increases. In this way, an actor’s backlog is 
representative of the cognitive load on an individual. When the work process is examined, those actors with higher 
backlogs in their inbox will be more likely to miss important communications, and may be more likely to make errors. 

An Example: Medication Errors 

 To illustrate this approach, we analyzed the organizational and work processes involved in writing, ordering, and 
administrating chemotherapy for a clinical trial protocol and developed a simulation model that reflected the way in 
which chemotherapy was planned and delivered in a specific medical organization (Fridsma 2000).  The model, shown in 
Figure 1, describes the organizational participants, the activities for which they were responsible, and the 
interdependencies between activities. To test different organizational structures and start conditions, we varied the 
organizational reporting structures, the exception rate, and the actor skills for each of the members of the outpatient team. 
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Figure 1. A model of chemotherapy administration.  This work process model describes the administration of 
chemotherapy in an inpatient service. The oncology service is responsible for writing the orders and explicitly 
coordinating the inpatient care. Arrows between actors and activities define responsible-for relationships. 



Each scenario was stochastically simulated 100 times, and the results of each scenario aggregated prior to analysis.  
 Figure 2 shows the actor backlog when low rates of exceptions—the base case that we used for comparison. With 
low exception rates, we found that the work tasks were relatively well distributed among the organizational participants—
no single individual appeared to be differentially overloaded with work tasks when compared to other organizational 
participants.  
 High rates of exceptions, correspond to a situations in which there are many questions or problems encountered 
while caring for a patient. Not all of these exceptions represent errors—some may be missing information, unexpected 
events, and problems that require clarification. When we simulated high rates of exceptions, all members of the 
organization had more work to do, but the oncology fellow was affected more than other organizational members were 
affected. This is shown in Figure 3. The higher backlog for the oncology fellow suggests that the oncology fellow is more 
likely to miss important communications than others are, and may be unable to effectively manage or detect potential 
errors. 
 We then examined alternative organizational strategies to reduce the differential burden on the oncology fellow. 
Adding a clinical nurse specialist, or changing the reporting relationships of the oncology fellow had little effect on 
oncology fellow’s backlog. However, increasing the oncology fellow’s knowledge about the protocol (and thus his speed 
and accuracy in the task), normalized the distribution of work within the organization, and suggests the oncology fellow 
would be more effective in managing and detecting errors.  
 In this example, we modeled a work process that resulted in a medication error, simulated it at low and high 
exception rates, and analyzed which elements of the model were most likely to be overloaded and error-prone. The base 
case simulation reproduced the actual experience of the organization, and identified the oncology fellow as the person 
who, in the face of high levels of exceptions, was overworked more than other members of the team. The largest 
improvement in the oncology fellow’s performance came with increasing her protocol knowledge, rather than adding the 
clinical nurse specialist into the work process. 
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Figure 2. Actor backlog with low exception and communication rate. This figure shows the backlog for each 
actor in the model for three patients admitted to the hospital. The three peaks shown for the oncology fellow 
correspond to the time of admission for each of the three patients. No single actor is significantly backlogged. 



Evaluating and Predicting Organizational Performance 

 Medical organizations use a variety of means to identify errors and improve patient care. The Joint Commission on 
Accreditation of Healthcare Organizations for example, is a mechanism to evaluate organizational performance. 
Unfortunately, the Joint Commission uses a retrospective evaluation of an organizational performance, and it is likely that 
poor outcomes have already occurred by the time that the problems are identified. 
 Organizational simulation however, allows managers to evaluate the “weak links” in their organization before 
problems occur, and identify potential solutions. In the example above, we identified that improving the knowledge of the 
oncology fellow was more effective in reducing the oncology fellow’s actor backlog than adding additional staff. This 
suggests that adding knowledge sources for the oncology fellow would improve her ability to resolve questions regarding 
patient care more efficiently and effectively than other interventions. 
 It is important to note that using these simulation techniques we cannot predict all the ways in which a process might 
fail. Perrow and other organization theorists would suggest that it is impossible to predict “normal failures” within an 
organization(Perrow 1984). However, simulation can be used to prospectively test the parts of the organization or work 
processes that are most prone to failure, and a way to explore alternatives to solve those problems. As an organizational 
“stress test”, simulations that are based in organizational theory hold the promise to improve organization performance 
before catastrophic failures occur. Additional work is needed to test each of the input parameters and link them to real 
organizations. Further experience with simulations—both prospective and retrospective—will improve the usefulness of 
simulation tools, and provide another means of evaluation and testing of work processes within health care organizations. 

Discussion 

We have used OCCAM to successfully modeled diagnostic work processes, and currently are testing additional contingent 
extensions with diagnosis and treatment protocols. Our initial simulation with traditional information-processing 
simulations suggest that these techniques are applicable in the medical domain, and should allow a wider range of 
medical protocols to be simulated.  
 The challenge will be to continue to refine and validate the modeling methodology. Similar tools in engineering have 
had over a decade of experience in modeling and simulating engineering organizations before being widely used and 
validated, and the validation of OCCAM is an ongoing process, both within medical organizations and within other service 
and maintenance organizations.  
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