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Automated Influence Network Generation and the Node Parameter Sensitivity 
Analysis  

Abstract 

An influence network is a directed graph extensively used for Effects-Based Operation. It 
contains nodes that represent events and links that encode causal relationships among 
events. It propagates the likelihood of each event through promotion or inhibition by its 
parents. As a subject matter expert often builds this network by hand, we helped simplify 
the influence network generation in Organization Risk Analyzer. The resulting influence 
network is generated from a multi-mode, multi-plex organizational network structure, and 
the generation scheme is based on assessing event flows and evaluating the factors on 
task management of the organization. To support the soundness of such network genera-
tion, we provide sensitivity analysis of baseline probabilities, a major parameter of the 
model, by bootstrap sampling of the leaf nodes and propagating different levels of as-
signed parameters. Finally, we provide an example of analysis by utilizing the introduced 
generation method and a dataset from 1998 US embassy bombing in Kenya. 

Keywords: Influence network, Effects-based operation, Sensitivity analysis 

1. Introduction 

An influence network (Wagenhals and Levis, 2007) is a directed graph used to estimate 
the likelihood of events. It contains nodes that represent events and links that encode 
causal relationships among events. It propagates the likelihood of each event through 
promotion or inhibition by its parents. In the real world, the influence network is becom-
ing popular, as knowing how to influence and redirect the change of situation is becom-
ing important. For instance, Wagenhals and Levis (2007) designed an influence network 
focused on subduing IED attacks in Iraq. Hudson et al (2001) introduces potential usages 
for counterterrorism, and Rosen and Smith (1996) show an influence network model for 
building a military and diplomatic strategy. The influence network contains belief state-
ments related to politic, military, social, economy, information and infrastructure, so 
called PMESII (DARPA, 2005; Silverman, 2007) in military planning. The network helps 
evaluating on which sector friendly forces should act to lower the IED attack frequencies 
in the region (Hufbauer et al, 2001). This approach is different from the traditional ac-
tion-based operation, which focuses on sweeping regions, setting up multiple check-
points, and ignoring the cultural and sociological consequence of such actions. 

This paper introduces a framework generating such an influence network evaluating the 
task completion likelihood of a key task. In the context of our problem, we have belief 
statements about personnel sufficiency, resource availability, information accessibility, 
organizational support, and etc that influence the completion of a certain task. In addition 
to a single task analysis, these sub tasks required by a final task are interwoven to others 
in a task network. Therefore, the result of a final major task is influenced by a set of sub-
tasks. Thus, the prior tasks in the task network and accompanying belief statements for 
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each of these tasks create a big picture of influence network resulting in the final event 
occurrence likelihood. On the other hand, we already have an organization structure in a 
meta-network format where we can infer the above task completion factors as well as a 
task network. Thus, we create a function that generates an influence network from the 
social network in completing the given task. 

In this paper, we use the above influence network generation idea and implement a func-
tion that automatically generates an influence network regarding a terrorism act, e.g. the 
1998 US Embassy bombing in Kenya. This automatic generation assesses the likelihood 
of adversarial operations’ success, and the generated influence network contributes to de-
termining friendly forces’ optimal course of action that reduces the enemy’s success like-
lihood. 

2. Previous research 

Previous influence network generation is done by human subject-matter experts. These 
traditional creation approaches make the influence network subject to the experts’ preju-
dice, specialty, and so on. Furthermore, the experts need significant time to create an in-
fluence network. In this section, we discuss such short-comings of the traditional genera-
tion. Also, we compare the influence network generated by our approach to the ones pro-
duced by the traditional approach. 

2.1. Traditional and automatic generations of an influence network 

Traditionally, influence network has been produced by hands of subject matter experts. 
They have knowledge of the target situation and organization, assess belief statements 
related to a target event or effect, and draw an influence network by setting up its nodes, 
links and parameters based on their own knowledge. However, this creates a number of 
problems in real usage of this inference tool. First, the generation takes a long time. 
Second, the generation is sometimes too subject to experts’ opinions (Vego, 2006) . Cur-
rently, experts decide on what related belief statements are, how the topology shapes the 
linkage of beliefs, what the baseline probability of the each belief should be, and etc. 
However, without a template or a commonly accepted practice of network generation, the 
influence network created would be easily biased by an individual analyst. Therefore, we 
need a tool that creates a blueprint of an influence network with a standardized template 
that experts can examine and customize based on their expertise. 

To automatically generate an influence network using a template, we need to resolve two 
issues: the representation of experts’ knowledge about target organizational structure; and 
which viewpoints the tool should take to assess the organization with the structure. Some 
analysts suggest that an organization’s task performance level is based on its structure. 
For instance, loose network (Burke, 2004; Hoffman, 1998) is a term describing a decen-
tralized yet effective structure. Thus, we use meta-network concept (Carley, 2006; 
Krackhardt and Carley, 1998) to examine the organizational structure critical to opera-
tional environment. A meta-network is an extended version of a social network including 
various elements of an organization. For instance, it represents a task assignment by link-
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ing an individual to a task. In this manner, resource and information distribution, work 
relations and task dependencies are all captured in a meta-network representation. Thus, 
we are going to use a meta-network as means to represent a current organizational situa-
tion. This meta-network is a product of data-mining from open-source information, ex-
pert knowledge on a target organization, and existing relational intelligence. Therefore, it 
will be able to cover broader range of domain knowledge compared to an expert’s know-
ledge only. 

While using a meta-network as a domain knowledge representation format, the genera-
tion function should examine factors affecting the situation or event completion likelih-
ood. Since we limit the scope of its application to the estimation of task completion like-
lihood, the function looks at the factors affecting whether a task is completed or not. 
From the organization management perspective, a list of factors for task completion has 
been enumerated. This list is not complete, but we believe that it captures most of the sa-
lient features regarding the completion of a task. The list includes prior task completion, 
personnel assignment, task importance, task complexity and resource/expertise availa-
bility. Our list emerged from the organizational management and operations research do-
mains. Researchers have identified factors derived from the nature of tasks or organiza-
tional structure. For example, the operations research domain has developed task prece-
dence network analysis (Eisner, 1962). It suggests better ways to organize the task per-
formance plan or to minimize the impact of completion delays, etc. While the task de-
pendency is one factor considering the links among the tasks, the task complexity and the 
importance of each task are other factors that affect tasks completion (Campbell, 1991; 
Forsyth and Schlenker, 1977). Organizational structure suggests the criticality of person-
nel, resources and information distribution. Human resource management is another ap-
proach to enhance the organizational performance by assigning personnel to tasks effec-
tively (Becker and Gerhart, 1996). Furthermore, as organizations perform knowledge-
intensive tasks, the diffusion of knowledge or knowledge management becomes another 
important factor in getting a job done (Argote and Ingram, 2000). 

2.2. Differences among meta-network, traditionally created influence network, and auto-
matically generated influence network 

To illustrate an automatically generated influence network in detail, we compare it to me-
ta-network and traditionally created influence network. Through the comparisons, we 
show what should be inferred and assumed to fill the gap between the meta-network and 
the influence network. We organized the comparisons in Table 1. 

As in Table 1, the meta-network and the influence network have different meanings in 
their nodes and links. For instance, the nodes in a meta-network are entities while those 
in an influence network are belief statements. Therefore, we combine a set of linked enti-
ties and infer the relations among them, and we produce belief statements out of these 
relations. This approach is similar to the narrative network representation (Pentland and 
Feldman, 2007) that stores a story of operations in a network formation.  

Additionally, nodes and links in a meta-network do not have parameters except edge 
weights showing the strength of the link. However, an influence network requires three 
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parameters: baseline probabilities for nodes; and inhibition and promotion parameters for 
links. Whereas traditionally created influence networks obtain these values from subject 
matter experts, we supply these values by utilizing a set of heuristics assessing the situa-
tion and assigning predefined baseline probabilities. As far as concerning the inhibition 
and promotion parameters, we use default values.  

Table 1: The comparison of meta-network, automatically generated influence network, 
and traditional influence network 

 Meta-Network 
Automatically gen-
erated influence 
network 

Traditionally 
created influence 
network 

Node Entities in an organ-
ization 

Belief statements in 
a predefined tem-
plate 

Belief statements 
from subject matter 
experts 

Link Relations among 
entities 

Causal link from 
one belief to another 

Causal link from 
one belief to another 

Node Parameter None 
Predefined baseline 
probability of be-
lief’s becoming true 

Expert’s baseline 
probability of be-
lief’s becoming true 

Link Parameter 
Edge weight show-
ing the strength of 
the relation 

Predefined promo-
tion and inhibition  

Expert’s promotion 
and inhibition 

3. Dataset 

Throughout this paper, we use a dataset collected from 1998 US Embassy bombing inci-
dent in Kenya. The dataset is a meta-network of a terrorist organization. This dataset is 
initially extracted from a network text analysis on open-source documents, but later, the 
dataset went through corrections by human analysts. As our framework starts with a me-
ta-network, the initial input dataset is a collection of terrorists, information and resources 
for the bombing, and related tasks. Figure 1 is the visualization of the meta-network of 
the Kenya case.  The basic statistics of this network is listed in Table 2. For each of the 
sub-networks, there is an interpretation for the links. For instance, the link in a social 
network represents that two terrorists interacted or communicated with each other, and 
the link in a task assignment network shows that the terrorist was assigned to completion 
of the linked task. 

 

 

Table 2: The meta-matrix of the dataset, a terrorist group responsible for 1998 US embas-
sy bombing in Kenya, The numbers in the cells represent the densities of the sub-

networks. 
 Terrorist Expertise Resource Task 
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Terrorist 
(16 terrorists) 

Social Network 
(0.141) 

Information 
Distribution 
Network  
(0.078) 

Resource Dis-
tribution Net-
work (0.093) 

Task Assign-
ment Network  
(0.134) 

Expertise 
(8 knowledge 
nodes) 

 Not used Not used Required Ex-
pertise Network  
(0.048) 

Resource 
(8 resources) 

  Not used Required Re-
source Network  
(0.076) 

Task 
(13 tasks) 

   Task Prece-
dence Network 
(0.121) 

 

 
Figure 1: The visualization of the meta-matrix of the terrorist group responsible for the 

1988 US embassy bombing in Kenya 

4. Method - Generating an influence network from a social network 

We generate an influence network explaining the likelihood of a task completion from a 
social network. Thus, inputs for the generation are 1) a social network, 2) a target task to 
be analyzed in the network and 3) parameters for the generated network. Political, Mili-
tary, Economic, Information and Infrastructure, or PMESII, aspects are the elements of 
assessing a situation. We similarly identify six factors contributing to a task completion. 
The six factors are 1) prior task completion, 2) task importance, 3) task complexity, 4) 
personnel assignment, 5) accessible expertise and 6) available resources. The below sec-
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tions explain how we extracted each of the task completion factors and turn them into a 
node in the influence network. 

4.1. Overall structure of a generated influence network 

We describe the overall structure and how the accompanying parameters are determined. 
The structure of a generated influence network is explained in two steps. First, the skele-
ton of the influence network is from the task network of a particular final task. In the so-
cial network, there is a task network specifying the prior and the next tasks of a certain 
task. If an analyst selects a task to be analyzed, we infer a sub-network that only selects 
the tasks related to the completion of the final task and create a task network for it. That 
becomes the skeleton of the influence network. After that, we assess the likelihood of 
success for each task by adding the above six factors as influence network nodes. This 
becomes the flesh of influence network modeling the success of the each task. With these 
two parts, we can propagate estimation on the success likelihood of individual task 
throughout the influence network with the skeleton of task network, Figure 2.  

A part of influence network 
regarding a single task. 
This structure is repeated 
for each of tasks in the 
task network

The other part of the 
influence network. Task 
completion nodes are the 
backbone, connecting the 
sub-parts, of this influence 
network.

Task A is complex

Task A is done

Task A is important Task A has sufficient
assigned personnel 

Expertise B, a required expertise
of task A, is accessible

Resource A, a required resource 
of task A, is available

Task B, a task next to 
Task A, is done

 

Figure 2: A simple diagram displaying how a generated influence network is structured. 
The skeleton of the network is the task network of a target task. Then, each task has five 

factors related only to the task. 

While we set the topology of the influence network as above, we supply a set of heuris-
tics determining the accompanying parameters for the network. This heuristic contains 
our assessment criteria on how to organize personnel, resources and expertise to success-
fully execute a task. Each of the factors and the heuristics are explained in Table 3 and 
the below sections.  

Table 3: A summary of assigning a marginal probability for each of identified influence 
network node. The baseline probability assignment is uniform across the nodes from the 
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same factor, Two used network metrics, degree and betweenness centralities, are defined 
in Freeman (1979) 

Factor name Marginal 
probability 

Organizational structure assessment 

Task A is done 
(Task network) 

Medium:0.5 Always Medium level baseline probability. The completion of a 
task has 50% of chance if there is no external influence. 

Task A is Complex 
(task complexity) 

Very Low: 0, 
Low: 0.25, 
Medium:0.5, 
High: 0.7,  
Very High: 
0.8 

- Very Low marginal probability if 1 person and 0 re-
source/expertise required 
- Low marginal probability if 2 persons and 1 resource/expertise 
required 
- Medium marginal probability if 3 persons and 3 re-
sources/expertise required 
- High marginal probability if 6 persons and 7 re-
sources/expertise required 
- Very High marginal probability for the rest of cases 

Task A is important 
(task importance) 

Very Low: 0, 
Low: 0.25, 
Medium:0.5, 
High: 0.7,  
Very High: 
0.8 

- Very Low marginal probability if 0 degree or 0 betweenness 
centrality 
- Low marginal probability if 0 - 0.25 degree or 0 - 0.25 bet-
weenness centrality 
- Medium marginal probability if 0.25 - 0.5 degree or 0.25 - 0.5 
betweenness centrality 
- High marginal probability if 0.5 - 0.75 degree or 0.5 - 0.75 bet-
weenness centrality 
- Very High marginal probability for the rest of cases 

Task A has suffi-
cient assigned per-
sonnel 
(personnel suffi-
ciency) 

Very Low: 0, 
Low: 0.25, 
Medium:0.5, 
High: 0.7 

- Very Low marginal probability if 0% of required resources and 
expertise are covered by the assigned personnel  
- Low marginal probability if 50% of required resources and ex-
pertise are covered by the assigned personnel  
- Medium marginal probability if 75% of required resources and 
expertise are covered by the assigned personnel  
- High marginal probability if 100% of required resources and 
expertise are covered by the assigned personnel  

Resource  A, a re-
quired resource of 
task A, is available 
(available re-
sources) 

Very Low: 
0.25,  
Low: 0.5,  
Medium:0.75,  
 

- Very Low marginal probability if the task has 0 assigned per-
sonnel with the required resource 
- Low marginal probability if the task has 1 assigned personnel 
with the required resource 
- Medium marginal probability if the task has 2 or more assigned 
personnel with the required resource 

 
While Table 2 specifies how we determine the marginal or baseline probabilities of the 
influence network nodes, each of the influence network links requires two parameters: 
promotion and inhibition weights. The promotion weight is the strength of the influence 
toward the destination influence network node when the start node is true. The inhibition 
is the influence strength to the destination node when the start node is false. Throughout 
this paper, we use 0.5 for promotion and -0.5 for inhibition weights. These values are se-
lected because we want to balance the causal strengths regardless of the success of the 



13th ICCRTS: C2 for Complex Endeavors 

8 

parent nodes. These weights can change as human analysts’ qualitative assessment of a 
target situation. If human analysts feel that the failure of a task facilitates the failure of 
the subsequent tasks more than the task success promotes the subsequent task successes, 
they should decrease the promotion weight and increase the inhibition weight. 

4.2. Task network 

Unlike the other five factors, the effect of prior task completion propagates to the child 
tasks throughout an influence network. For instance, if task A is a prior task of task B, 
and task B is that of task C, the likelihood of task A affects that of task C. This is differ-
ent from the other factors, i.e. task complexity of a certain task contributes the task’s 
completion likelihood in a negative way, but this contribution is limited to that task. This 
propagation relation can be extracted from the task network in a social network. The so-
cial network that we use is in meta-network format, which specifies the task-to-task net-
work. If the task network has directionality, we can see the task flow from the leaf to a 
certain task. For example, Figure 3 shows an extracted task network, a task network for 
detonate task. Because prior task completion is the only factor with propagation attribute, 
we build up an influence network from this task network for a specific task. Then, we can 
add the other five factors to each of the task in the influence network already. 

 

Figure 3. the task network from the Kenya case. The sub-task network of detonate is hig-
hlighted. 

4.3. Task importance 

A task is more likely to be executed successfully if the task is considered to be important. 
Therefore, as the task importance of a specific task goes up, the task completion likelih-
ood increases and task importance has a promoting influence on task completion. Then, 
the question is how to measure the importance of each task in the task network. We 
gauge the importance based on the number of prior and following task in the task net-
work. If a task has many prior or next tasks, the task is important. This factor can be 



13th ICCRTS: C2 for Complex Endeavors 

9 

measured by the degree centrality of a task in a task network. Also, if a task is on many 
critical paths among two tasks in the task network, the task is important. This is captured 
by measuring the betweenness centrality of a task. For instance, in the task dependency 
network of Figure 4, overall planning and execution is a task with 0.4167 degree centrali-
ty and 0.2652 betweenness centrality, so the task is considered to be important with 0.7 
marginal probability. Each task node in the influence net has the task importance factor 
node as a parent in the influence network, and the importance node probability is calcu-
lated from the heuristics as described in the previous section.  

4.4. Task complexity 

A task is less likely to be performed if the task has high complexity. In a social network, 
‘a task is complex’ means that the task requires many personnel involvements and differ-
ent types of entities. Thus, we measure the task complexity factor with the number of as-
signed agents and the number of required resources and expertise. For example, Figure 4 
shows two tasks, detonate and review surveillance files. The former has one associated 
agent, jihad mohammd ali, and two required resources, toyota dyna truck and car bomb. 
The latter has five related agents, anas al liby, hamza al liby, muhammed atef, ali Mo-
hamed, and osama bin laden, and one required expertise, surveillance expertise. Because 
the latter requires much more personnel and similar number of resources and expertise, 
the latter has a higher baseline probability, 0.5, for the task complexity factor than the 
former, 0.25. This task complexity becomes a node in the influence network and is linked 
to the task node from section 3.1.1.  

 

Figure 4: (top) A sub-network including nodes in one social link distance from detonate, 
(bottom) a sub-network from review surveillance files 

4.5. Personnel sufficiency 

A higher personnel sufficiency is a key element in the task completion. However, we 
have seen that only providing an agent without any proper resources or expertise is not 
enough. Therefore, when we count the personnel sufficiency, we see not only the number 
of agents, but also whether the agent has a required resources or expertise. For instance, 
as Figure 5, overall planning and execution task has no required resources and expertise, 
and it has eight assigned agents. Therefore, its personnel sufficiency level, 0.7, is high. 
On the other hand, detonate task requires two resources. However, it has only one agent 
with one required resource, so the personnel sufficiency of detonate task is low as 0.25. 
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Figure 5: The sub-network of nodes within one social link distance from overall planning 
and execution. When we limit the types to agents, resources and expertise, there is no re-

quired resources and eight assigned agents. 

4.6. Accessible expertise and available resources 

Finally, providing required expertise and resources of a task to assigned agents is an im-
portant factor in task completion. In detonate task, Figure 4, car bomb is provided to Ji-
had Mohammed Ali, but Toyota Dyna Truck is not assigned to anyone doing the task. 
Therefore, an influence node, car bomb is available, has a higher baseline probability, 
0.25, compared to that of Toyota Dyna Truck is available, 0. This idea applies to exper-
tise as well as resources. 

5. Result 

We apply the above influence network generation algorithm to the Kenya case. First, we 
perform a sensitivity analysis of the parameters we assigned. Next, we see the completion 
likelihood of a key task, detonate. 

5.1. Baseline probability sensitivity analysis 

We formulate our problem in a very basic form. A final task node has five factors (leaf 
nodes)—resource availability, personnel assignment, task importance, task complexity, 
and expertise—that affect the marginal probability. These factors have different baseline 
probability assignments in Organization Risk Analyzer (or ORA, Carley et al., 2007) 
based on our preconceived notion of how these factors may weigh differently. Now we 
would like to investigate how sensitive a final task node’s marginal probability is given 
different baseline probability assignments. 
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For simple calculation we assumed the independence of five factors {resource availabili-
ty, personnel assignment, task importance, task complexity, and expertise}. In reality we 
presume there are some correlations among these factors’ probability very low/ low/ me-
dium/ high/ very high levels. Each factor’s baseline probability drawing was based on the 
“U.S. Embassy bombing in Kenya” example. There resource availability has a uniform 
distribution; personal assignment has a right-skewed shape (as shown in Fig 6-left); task 
importance is fixed at ‘medium’ probability; task complexity has a left-skewed shape (as 
shown in Fig. 6-right); and expertise has a close to half-and-half chance of ‘medium’ and 
‘high’ probability and 1% chance of ‘low’ probability.  
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Figure 6: Personnel assignment and complexity factors’ probability assignment distribu-
tional shapes from 100 independently simulated samples. 1 corresponds to ‘very low’ 

probability and the number increases up to 5 for ‘very high’ probability. 
 

The baseline probabilities in ORA tend to give an upward shift of the final marginal 
probability by 5% up to 30% in comparison to the set of baseline probabilities that are 
fixed across factors where we assign the same “standardized values” {0.1, 0.3, 0.5, 0.7, 
and 0.9} to every factor’s very low/ low/ medium/ high/ very high baseline probabilities 
so that the factors are indistinguishable by weight. See Figure 8 where we plot the discre-
pancy between the two baseline probability assignments’ 1,000 simulation results for 
each of four different settings. The top-left shows the histogram of marginal probabilities 
from the “U.S. Embassy bombing in Kenya” example; the top-right shows the simulation 
discrepancy results where resource availability, personnel assignment, task complexity 
factors’ probability assignments were drawn from independent uniform distributions; the 
bottom-left differs from the top-right case only in the personnel assignment with the 
right-skewed distribution as observed from the “U.S. Embassy bombing in Kenya” ex-
ample; and the bottom-right is changing from the top-right case only in the task complexi-
ty to a left-skewed distribution. (See Figure 6 for the two non-uniform factors’ distribu-
tions.) In our simulation, about 80% of the ORA assigned marginal probabilities report 
10% to 20% more successful outcome/execution of the final task regardless of the four 
experimental settings we distinguished. That is, the current ORA baseline probability as-
signment interprets the operational process of adversaries as a more efficiently working 
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field by assigning highly positive weight on the three factors that were not tweaked: re-
source availability, task importance, and expertise. The current ORA probability assign-
ment setting is in Table 3. 

Another phenomenon we see from Figure 7 is that two pairs of histograms on the diagon-
als display very similar shapes. We can see that keeping personnel assignment factor uni-
form does not change much the pair-wise outcome from the Kenyan example, as well as 
keeping three factors—resource availability, personnel assignment, task complexity—
uniform renders similar outcome as changing the personnel assignment as right-tail 
heavy since we already have marginals’ overestimates from the original pair-wise com-
parison example. It is like a convolution with a changing distribution-shape kernel. 

 
Though expertise is biased toward a “medium-to-high” probability level, its effect on the 
marginal probability was minimal. When all other factors were input as 0.5 (baseline 
probability), the final marginal probability followed the same distribution as the expertise 
probability level distribution. About half the marginals remained at 0.5 and the other half 
was about 0.55.  

When all the factors were combined and effective, personnel assignment influence more 
than the task complexity where we see more spread out outcome of marginal probabilities. 
We need to further investigate how much other factors have played a role in this marginal 
probability distribution’s thicker tails. 
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Figure 7: Histograms of the differences (ORA default minus the “Standardized” baseline 
probability assignments) in the final task node’s marginal probability for four different 

experiments.  

We draw another comparison between the ORA default version and the “standardized” 
version where we find that the spread or the interval of the probability assignments matter. 
With a fixed 0.2 interval in our standardized version, we have the marginal probability 
piling up around 10 values, which implies that the size of the interval tells us a more 
clear-cut estimation of the marginal probability. On the other hand, in the current setting 
of ORA where we have the baseline probability assignment intervals varying across fac-
tors, the final task node’s marginal probability has a distribution rather smooth and it 
mostly ranges over high probability (between 0.5 and 0.8). See Figure 8. 
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Figure 8: Histograms of marginal probabilities where the left panel shows the marginal 
probabilities based on the ORA-default baseline probabilities and the right panel shows in 

case of using the standardized baseline probabilities.  

5.2. Assessment on completion likelihood of a key task 

Figure 9 is the visualization of a generated influence network using Pythia (Wagenhals 
and Levis, 2007). Pythia is a computer program that subject matter experts use to design 
and evaluate an influence network. This influence network is of the Kenya US Embassy 
bombing case, and its target task is the detonation. While ORA generates the influence 
network, Pythia evaluates the marginal probability for each of the influence network 
node. Because the factors regarding a single task are leaf nodes, we do not need marginal 
probability of those. However, the nodes in the skeleton of this influence network are the 
tasks that we want to know of their success likelihood, whose values change from its 
baseline probability depending on the leaf nodes.  

Table 4 displays the evaluation result of the task nodes. The final task detonation, in the 
above influence network has 0.36 likelihood of success, but in reality the organization 
was successful in executing the task. When we examine the task network of detonation, 
we see the major contribution of such a low probability comes from the low likelihood of 
Load bomb. Detonationg had three required tasks: Load bomb, Lead attackers of the em-
bassy, and Finance surveillance. While the first task had the success likelihood at 0.31, 
the latter two had the likelihood at 0.54 and 0.34 respectively. Therefore, to increase the 
success likelihood of the final task above 36%, this organization should strengthen the 
support from Load bomb execution. Friendly forces should undermine Lead attackers of 
the embassy and Finance surveillance since those two tasks still had high likelihood. This 
is just a brief analysis using the automatic network generation function of ORA and the 
evaluation function of Pythia. 
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Figure 9: The visualization of an influence network from Pythia: 
The analysis target task is detonation.  

Table 4. Evaluation result from the generated influence network for detonation task 

Task Name 
Overall plan-
ning and ex-
ecution 

Surveillance 
of possible 
targets 

Detonate Load bomb 

Marginal Prob.  0.43 0.35 0.36 0.31 

Task Name Education and 
training 

Finance sur-
veillance 

Review sur-
veillance files 

Final recon-
naissance 
mission 

Marginal Prob.  0.36 0.34 0.32 0.20 

Task Name Lead attackers 
to embassy 

Arrange for 
facilitation 
and delivery 

  

Marginal Prob.  0.54 0.34   

6. Conclusion 
We introduced the automatic generation of an influence network from a social network. 
Also, we provided an illustrative example of the usage by applying it to the Keyna case 
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dataset. The brief analysis reveals that the adversaries are successful while the key final 
task, detonate, has 36% of marginal probability, or task completion likelihood. To reduce 
this number, the model suggests that the friendly forces should decrease the likelihood of 
Lead attackers to embassy, Finance surveillance or both. It is already identified that the 
adversaries have such a small task completion likelihood of Load bomb, which is one of 
the prior tasks of detonate.  

There are many other analyses that we can integrate into this framework. First, the course 
of action (COA) generator of Pythia can be directly applicable. The COA generator will 
tell which sector or factor to work on to decrease the likelihood of the final task. Also, we 
can apply the strategic intervention concept from social network to this model. We re-
move a set of nodes, regenerate an influence network from the modified social network, 
evaluate the likelihood again and compare its drop. If the drop is huge, then the set of re-
moved nodes are the nodes that friendly forces should get rid of. This integration will 
contribute to the counterterrorism analysis field by 1) helping the analysts trying to create 
an influence network from a scratch by providing a basic influence network that they can 
work on and 2) facilitating the creation of unified analysis framework that can be broadly 
used in the intelligence and the military planning fields. 
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