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ABSTRACT

Change is readily seen both within organizations and within populations
of organizations. Such change has been characterized as organization or
population level learning or evolution. Underlying such change, is
change at the individual human and social network level. Herein, it is
asked, how does the way in which individuals learn and the way in
which networks evolve reflect itself in organizational and population
level learning. What changes should emerge at the organization and
population level due to learning, information diffusion, and network
change at the individual level? Herein it is argued that organization and
population level phenomena, such as performance improvements, mis-
learning, and shakeouts emerge from the on-going processes of change
at the individual level. Looking at learning and information diffusion
enables the organizational theorist to link micro and macro level

organizational phenomena.



LEARNING WITHIN AND AMONG ORGANIZATIONS

Few organizations can characterize themselves as unchanging. Although
longevity is a sign of success, inability to, unwillingness to, or simple lack of
change is not considered a sign of success. Indeed, organizations and their
environments are in a continually state of flux. Change within and among
organizations can have dramatic organizational consequences. Although the degree
of flux, and the extent to which it has major consequences on the organization's
performance and the population of organizations, varies both by industry and over
time. Drawing on metaphors from human psychology and biology such change is
often characterized by organizational scholars as organizational learning or
evolution. The presence of this continual change, this learning, this evolution does
not imply unpredictability. If we are to understand, and possibly even predict, the
behavior of organizations and populations of organizations, then we will need to
understand the mechanics, which bring about the observed change. We will need to
understand the mechanics by which change occurs within and among organizations.

An initial basis for such mechanics lies in the underlying cognitive and
network processes. That is, whether or not learning and evolution occur at the
organizational level, it is irrefutably the case that individual humans do learn,
exchange information, and alter their networks (who talks to, works with, reports
to, whom). What changes should emerge at the organization and population level
due to learning, information diffusion, and network change at the individual level?

Looking at organizations from an individual learning and network perspective

enables the micro and macro levels to be linked. This linkage comes about for



several reasons. Two are particularly relevant. First, the dual focus on learning
and networks leads to a set of base principles for reasoning about organizations.
Second, since individual learning is a dynamic process co-occurring for all
individuals in a group, group level phenomena emerge automatically.

Herein, a set of learning and network based principles are first described.
These principles collectively define a cognitive-network way of thinking about
organizations. Then a computational model that is consistent with these principles
is briefly described. This model is used to generate a series of predictions about
organization and population level phenomena. Implications from this model are

then discussed.

COGNITIVE-NETWORK PRINCIPLES

To develop our understanding of organizations and populations we need to
develop a cognitive-network mechanics. In this paper, some of the basic principles
of such a theory are put forward. These principles rest on research in a number of
disciplines and are related to a variety of theoretical conceptions. Collectively,
however, these principles provide a basis for understanding organizational change
from the ground up.

The principles to be discussed here are: primacy of learning, an ecology of
learning, synthetic adaptation, an ecology of networks and constraint based action.
Each will be described in turn. In describing these principles the goal is not to
provide an exhaustive list of all the necessary underlying principles. For example,
to understand organizations in greater detail and to relate their behavior to other
types of social groups, additional principles relating to issues such the nature of

action, agency and knowledge, are needed (see Carley, forthcoming). Herein the



goal is more modest. It is simply to provide a discussion of a few core ideas that
differentiate this perspective from other approaches to organizational learning and
that provide guidance in thinking through how change occurs at the organization

and population level.

Primacy of Learning

Individual humans learn. This learning is ubiquitous - any time any place and
in many ways, individuals learn. Learning is a concurrent activity in which all
individuals take part. Such learning does two things. First, learning alters what
individual's know. As individuals learn their mental models evolve. Second,
learning alters how they relate to others (humans or artificial agents or animals) and
other objects (resources, tasks, technology). From a network perspective,
individual learning results in the construction of nodes (ideas) and relations
(connections among ideas) within and among individuals. = Moreover, as
individuals learn who they share what information with changes. This can result in
changes in the underlying social network (Carley 1991; Kaufer and Carley, 1993).
Learning results in change not only in the network or ideas, but the network of

interactions that connect individuals.

Ecology of learning
Not all learning is of the same type. We can think of an ecology of learning
types, some of which build on or rely on others and many of which can come into
competition with each other or clash. There are knowledge networks (networks
connecting agents to knowledge) within and between agents, networks formed of

interactions, and networks formed by joint decisions. As agents learn these



networks change. There are at least two dimensions on which types of learning can
be characterized — mode and activity.

For example, some of the modes in which individuals learn are observation,
experience, expectation, and by being told. These different types of learning, or
"learning mechanisms" differ in the feedback that is available to the individual.'
Observational learning relies on a variety of types of information as feedback, with
the key being that the individual learner selects which information to attend to and
so use as feedback at the time of the observation. Experiential learning has its basis
in task repetition by the individual and the provision of feedback by an external
source. Expectation based learning occurs when individuals plan and think ahead
about the future, and then use these expectations, rather than or in addition to
experience, as a basis for future reasoning. Communication based learning,
learning by being told, occurs when the individual learns something simply by
listening without also observing, doing or planning. Although these types of
learning may rely on common cognitive processes and may be related at the
cognitive level, from an organizational perspective we can think of them as being
relatively distinct. The important factor from an organizational point of view is that
these different types of learning can be going on simultaneously. Thus, even
though all individuals within the organization may be learning at the same time,
what they are learning may vary in part because they are utilizing different learning
mechanisms.

By activity, I mean that learning can take place in a passive or pro-active
fashion. Individuals can sit back and act as information receivers, such as when

they watch television or listen to a lecture. In this case, the information they learn



may or may not be new. Or they can be pro-active and go out and seek
information. In this case, the intent is to seek out information that is not known;
although, the individual may not be successful in acquiring exclusively novel
information. Learning can occur during passive exchanges, such as when
individuals garner new ideas from the mass-media. Many actions and interactions
are accidental. Even such non-purposive behavior can result in stability at the
organization and population level. Goal directed, or purposive, behavior can be
characterized in terms of optimization; i.e., in an unchanging environment stability
is reached when some function is optimized. Such purposive behavior can also

result in at the organization and population level.

Synthetic Adaptation

Composite agents can be formed through the synthesis of other agents.
Humans are the quintessential agent. They are intelligent, adaptive and
computational. Composite agents include teams, groups, organizations,
institutions, societies, and so forth that are composed of humans. Synthetic
adaptation refers to the idea that the synthesis process which creates composite
agents also endows these composite agents with knowledge based properties akin
to those of the underlying agents (see Carley, forthcoming). Specifically, any agent
composed of intelligent, adaptive, and computational agents is also an intelligent,
adaptive, and computational agent. Since humans are intelligent, adaptive and
computational all teams, groups, organizations, institutions, societies, and so forth
that are composed of humans are also intelligent, adaptive and computational

agents.



Through synthetic adaptation composite agents can form which can interact
with and perform the same tasks as non-composite agents. In response to natural
or technological disasters, there are different composite and non-composite agents
all of which act as response units — single companies, consortiums of companies,
network organizations, and groups of individuals acting collectively as an
institutional unit all play a similar role (Dynes and Quarantelli, 1968; Topper and
Carley, 1997). Synthetic adaptation enables the composite agent to take action
distinct from, and not predicted on, an aggregation of individual actions. Thus the
organization, in and of itself, is an intelligent, adaptive and computational entity
(Carley and Gasser, forthcoming) whose capabilities result from the detailed,
ongoing, interactions among, decisions of and behavior of the member agents.
Group behavior emerges from complex interactions and concurrent activity and not
through simply aggregation. This conception is consistent with the work on
distributed cognition (Hutchins, 1991, 1995) and transactive memory (Wegner,
1987, 1995; Moreland et al., 1996; Moreland, in press).

One result of synthetic adaptation is that learning can and does occur at
multiple levels — e.g., individual, organization, and population. It is particularly
useful to distinguish between individual and structural leamning (Carley and
Svoboda, 1996; Carley and Lee, 1998). Individual learning occurs within the
agent. As agents alter their mental models by adding or dropping either ideas
and/or relations among ideas we say that individual leamning has occurred. Such
changes may precipitate changes in interaction among agents (Carley, 1991; Kaufer
and Carley, 1993). In this way individual learning mediates structural learning.

When the agents are human we think of such changes as changed in the agent's



mental model. When the agents are composites, such as teams, organizations, or
populations we think of such individual learning in terms of the shared mental
model, group knowledge, or culture. Structural learning occurs among ageats and
within composite agents (such as groups, organizations, or institutions). Structural
leaning occurs as the composite agent adds or drops member agents (individual or
composite) and/or the relations among member agents. Changes in interaction that
result from such structural learning can influence others knowledge and so attitudes
and beliefs (Krackhardt and Porter, 1985). Individual and structural learning can

occur at the organization and population level.

Ecology of Networks

Within organization theory the term network is often used to refer to the set of
social or work related connections among individuals within an organization or
institutional or economic arrangements among organizations. However there are
many other networks. Indeed, we can think of networks as existing within an
ecology of networks. For example, the social network denoting who talks to
whom is intertwined with each individual's cognitive network (the way in which
each individunal links ideas, i.e., the individual's mental model) and the transactive
knowledge network (each individual's perception of the network linking people to
their ideas). Within organizations, the authority or reporting network (who reports
to whom) is connected to many other networks including the task structure (which
tasks are connected to which), the task access structure (who is assigned to what
task), and the capabilities networks (who has what capabilities or access to what

resources).



Change in any network results in a cascade of complex repercussions for the
other networks in this ecology. Consider the space defined by the interaction
networks and the knowledge network. One of the most common bases for
interaction is similarity. One basis for similarity is shared knowledge. Change in
who knows what (the knowledge network) alters the distribution of knowledge and
who is similar to whom. This results in changes in the interaction network. Thus,
learning results in individuals moving about in the interaction-knowledge space. As
individuals within organizations learn, the organization's knowledge also changes.
Thus, even as learning results in people, organizations, and populations of

organizations moving through the interaction-knowledge space.

Constraint Based Action

Cognition and networks mediates agent action. Interaction is a function of
external constraints (opportunity), cognitive and knowledge constraints (such as
agent's perception of their relative similarity to others). The actions of all agents,
synthetic or not, are constrained and enabled by the learning mechanisms they
employ and the networks in which they are embedded. If we imagine a hierarchy
of agents then higher-order composite agents constrain the actions of their member
agents. The networks in which agents are embedded influence and constrain
individual and group behavior (McPherson, 1983) and serve to constrain and
facilitate change (Granovetter, 1985). Constraints reduce the set of potential actions
to the set of acceptable actions. Constraints can be so severe that they define all
activity; e.g., certain assembly line technologies define a network ordering of tasks
that severely constrains which agent does what when. This notion of constraint

based action appears in the information processing (March and Simon, 1958;



Galbraith, 1973), social information processing (Salancik and Pfeffer, 1978) and
resource dependency perspectives (Pfeffer and Salancik, 1978). However, from
an applied or modeling perspective, specifying constraints requires more than a
recognition that constraints exist. To really evaluate the impact of constraints, and
to make concrete predictions, the precise set of tasks, networks, institutions,
resources, knowledge, agents and technology that affect the flow of information

need to be specified (Carley and Prietula, 1994).

MODEL AND METHODOLOGICAL APPROACH

Computational models consistent with these principles can be, and have been,
used to illustrate, explain and theorize about organizational behavior. Using such a
computational model, ORGAHEAD?, some of the implications of this theoretical
approach are described and illustrated for organizations. ORGAHEAD has been
previously described in detail in the literature (Carley and Svoboda, 1996; Carley
and Lee, 1998; Carley, 1998). Thus, only a cursory description is provided below,
with a focus on the learning aspects.

ORGAHEAD is a model of organizational performance and dynamics.
ORGAHEAD has been informed by empirical studies on human learning and
adaptation within human organizations. Within ORGAHEAD both individual and
structural learning are present. Organizational action proceeds at both the
operational and strategic level. Operational personnel learn as they work on a series
of quasi-repeated tasks, which can vary in complexity. Both experiential and
communication mechanisms are employed by these agents. The position of agents
in the organization (as defined by the authority network, communication network,

capabilities network, etc.) constrains what information is available to whom and



who communicates with whom. This in turn affects what is learned by whom. At
the strategic level, the CEO (or team manager) employs both experiential and
expectation mechanisms. The CEO makes a decision about the task for the
organization as a whole. CEOs can alter the organizational structure and so alter
access to information. All agents have mental models which contain a task model,
past experiences, expectations, and a knowledge network for subordinates (which
subordinates know what). The CEO’s mental model includes information on
organizational performance, who knows what, previous structural changes, and
expectations about alternative structures. ORGAHEAD has been used to look at a
variety of organizational issues including the impact of different change strategies,
training scenarios, constraints on organizational re-design, in both stable and
changing environments.

ORGAHEAD is a dual-level model of organizational adaptation in which the
organization can change at both the strategic and the operational level. At the
operational level the organization is modeled as a collection of adaptive agents, each
of whom occupies a particular organizational position, can learn over time, and gain
task based experience. Individual learning is operationalized using a variant of a
Bush and Mosteller (1955) stochastic learning model with additional limits on
attention, memory, and information processing which bounds the agent’s rationality
more than in the original stochastic models. At the strategic level, the organization
adapts strategically in response to changes in its performance through structural
learning (which results in hiring, downsizing, expansion, and re-engineering).

Structural learning is operationalized as a simulated annealing process.

Why Use a Computational Model?



Recent advances in computational analysis and distributed artificial
intelligence (DAI) suggest that multi-agent models can be usefully employed for
theory creation in the domain of organizational dynamics. In these models, core
organizational processes are abstracted so as to lay bare the relationships among the
various key components of organizational design and adaptation. Despite such
abstraction, complex non-linear processes are a central feature of these models.
Computational analysis is one of the few techniques that enables the theorist to
think through the possible ramifications of non-linear processes and to develop a
series of consistent predictions. Within organization theory, computational models
can be, and have been, used in a normative (and sometimes a prescriptive) fashion
to generate hypotheses that can then be tested in other empirical settings. Running
a virtual experimenti on the model and then statistically analyzing the result
generates hypotheses.

Adaptive agent models, such as genetic algorithms and neural networks, are
being used to answer questions about the evolution of industries and the sets of
organizations within a market (Axelrod 1987; Axelrod and Dion 1988; Crowston
1994: Holland 1975; Holland and Miller 1991; Padgett, 1997). Experiential and
symbolic learning models are being used to answer questions about turnover,
organizational learning, CEO activity, agent activity (Carley 1992; Lin and Carley
forthcoming; Verhagan and Masuch 1994;Lant 1994), learning ecologies (Carley
and Svoboda, 1996; Kim 1993). Issues examined include coordination and

communication (Levitt et al, 1994; Durfee and Montgomery 1991; Ishida, Gasser




and Yokoo 1992), planning (Gasser and Majchrzak 1994), monitoring (Elofson
and Konsynski 1993) and socially shared cognition (Hutchins 1990, 1991).

Virtual Experiments

A virtual experiment is an experiment conducted using a computer model.
They are computational analogues of human laboratory experiments. The agents
are computational not human beings or animals. The term simulation has been used
in many ways. For example, it has been used to refer to both the computational
model and the result of running that computational model at least once. Modern
computational models define a space of options that is sufficiently large that virtual
experiments become a feasible technique for defining the response space. One
difference here from a laboratory experiment is that many more data points can be
collected. Using ORGAHEAD two different virtual experiments were done to look
at the impact of individual and structural learning on change at the organization and
population level.

Experiment 1 was done to explore the over time behavior for a small
population of organizations for an extremely long period of time. In this case, the
behavior of a set of 100 organizations varying in structure and faced with a
sequence of 40,000 tasks (one per time period) was simulated. Experiment 2 was
done to explore the types of organizations and change patterns that emerged over
time within a large population. In this case, the behavior of a set of 1000
organizations varying in structure and faced with a sequence of 20,000 tasks (one
per time period) was simulated. Analysis shows that there is no fundamental

difference in the way the organizations behaved in these two experiments.



In both experiments the organizations were defined such that their initial size
and authority/communication structure was selected at random from all possible
organizations with between 2 and 45 personnel and 1 to 4 levels in the hierarchy. In
each organization the individual agents, or people, could leamn and the organization
as a whole engaged in structural learning. Agents were treated as being boundedly
rational in terms of how many pieces of the task they could process (at most 7),
how many others they can communicate with (at most 7) in one time period, how
much they can remember. The CEO could alter the organization by hiring or firing
personnel, changing who reported to whom, and changing who did what. The
number of such changes in one time period could vary between 1 and 15. Initially,
all such changes were equally likely. All organizations faced a set of 2000 tasks,
one per time period. This enables sufficient time for noticeable patterns of
organization and population level change to emerge. The over-arching task was a
classification choice task.  Variables measured include final performance
(percentage of final 500 tasks for which the organization made the correct decision,
number of structural changes, the size, density, number of isolated personnel,
number of task factors ignored, and redundancy in the organization initially and at

the end.

IMPLICATIONS FOR CHANGE
Organization and population level change emerges out of the ongoing
interactions among intelligent adaptive agents. Not only is interaction the
fundamental social act, it is also the basis for individual behavior within
organizations and the structuring of ties among organizations (Carley, 1991; Carley

and Newell, 1994). For example, the structure of the networks and the ability to



learn via communication can alter the rate at which the team learns and affect the
diffusion of erroneous beliefs (Prietula and Carley, 1994).  Further, sets of
intelligent agents are self-organizing due to capability and knowledge constraints
(Padgett, 1997; Epstein and Axtell, 1997, Kauffman, 1995). This self organization
leads to the structuration of the organizational field. Thus, regularities in behavior,
organizational structure, networks, and culture across, among, and over time for
agents and composite agents emerge as agents interact. Consequently, the specifics
of who interacts with whom when determines which norms, regulations, what type
of culture, what type of organizational structure, and so on emerges (White, 1992).
These ideas are supported by the results from the ORGAHEAD model.
Moreover, using ORGAHEAD, we gain a more precise notion of what it means for
interactions among intelligent agents to generate a structured field of organizations.
Structuration leads to the following three phenomena. First, there will ultimately be
a quasi-stable pattern of behaviors; e.g., a ranking among firms will appear.
Second, in the process of moving toward this stability, more or less similar firms
will differentiate themselves thus resulting in a stratified industry. Third, firms will
lock into strategies of change and these strategies will differ across industrial strata.

However, these change strategies will not result in industrial homogeneity.

Quasi-Stability
This trend toward stability is a projected eventuality. In most cases,
disruptions will occur long before stability is reached and may prevent stability
from ever being achieved. The issue then is not — "what is the stable
configuration?", but "what happens along the way to stability?". The results here

suggest that along the way to stability, stratification and shakeouts occur. The basic



cognitive-network mechanisms and the learning processes that cause short term
oscillations in interaction and performance also cause organizations to enter into
strategic choice sets through which they become increasingly differentiated. Many
oscillations in performance and the resultant shakeouts are a result of collisions and
collusions between the types of learning.

At both the organization and population level we see a general trend to
stability. At the population level this trend is seen in that, in a stable environment,
initially more or less equivalent firms fall into a rough rank order in performance
over time. That is, clear top and bottom performers emerge. This is only a quasi-
stable situation however. Due to the on-going learning the exact ranking will
continue to oscillate. However, the degree of oscillation will decrease. An

illustration of this appears in Figure 1.

INSERT FIGURE 1 ABOUT HERE

The resultant behavior for the three organizations that ended up with the
highest and lowest performance is shown in Figure 1. This figure illustrates that
despite individual and structural learning, over time the variation in performance
decreases for each organization even though for the population the performance
bifurcates. A familiar example of such ranking shifts is the ranking of universities
by national magazines. Over time, however, these organizations lock into a
structure, a pattern for how to change it, and the individuals into patterned ways of
responding to the environment. This trend toward quasi-stability, in a stable
environment can be beneficial for those organizations that locate satisfactory

structures and patterns of change. However, for those organizations that lock into



poor change strategies, simply being able to learn will not alter their long-term
trajectories.

In the short term, relative to the long term, there is greater oscillation in
organizational behavior and firms move in their relative rankings quite dramatically.
Notice in Figure 1 that all organizations are initially undifferentiated. As learning
occurs both at the individual and structural level, the population of organizations
stratifies. Despite appearances, the behavior of organizations and the industry is
not randomly generated. Rather, this pattern of change is for each organization a
reflection of the historic path it has followed in altering its structure, responding to
expected changes in the environment or its own performance, and the specific
nature of what the agents within the organization have learned. Change in relative
ranking across organizations are caused by different responses to the same task.
These different responses are the result of the specific path of adaptation chosen by
the organization; i.e. history matters and there is path dependency. The specific
networks within the organization, the learning procedures within agents, the
specific sequence of tasks, and who learned what information when lead
organizations, even those with identical structures, to respond to the same task
differently.  Moreover, organizations adapt their structure given the same
performance differently. ~ There are many consequences of this differential
response. For example, in some organizations the individual learning that results as
the task changes clashes with the structural learning thus degrading performance;
whereas in other organizations the two types of learning at that point may work
synergistically to dramatically improve performance. An example of a clash is

when downsizing results in laying off core talent for doing a particular task;



whereas, a synergy would occur when downsizing results in laying off the key
individuals who were generating erroneous decisions. Thus, the process that

generates what appear to be random fluctuations, is actually non-random.

Industrial Stratification

This trend toward ultimate quasi-stability does not imply a trend toward a
single outcome. In fact, in most situations there are multiple endpoints and stability
means that industrial stratification has occurred. For example, the ORGAHEAD
simulations (experiment 1 and 2) demonstrate that over time similar organizations
will diverge into high and low performers. From a complexity standpoint we can
say that there are multiple attractors to which the organizations can gravitate. Once
the division has taken place most organizations will stay in their performance strata.

As performance stratification happens the internal structure of high and low
performance organizations will come to be different (Carley, 1998). As noted in
Table 1, based on experiment 2, in the long run the top performers will not ignore
any of the information needed to do the task, will be less dense (in who talks to
whom) and more redundant (in who does what) than will be low performers. They
will also be slightly (though not significantly) larger.

INSERT TABLE 1 ABOUT HERE

Even though organizations begin very similarly they will tend to take different
paths despite using the same learning mechanisms. Organizations will get locked
into patterns of change where the internal knowledge and interaction networks that
develop lock them into a particular pattern of performance. Divergence occurs
because different organizations learn different things which affects whether and

when the various learning mechanisms clash or act synergistically. What this means



for an organization is that learning is not guaranteed to benefit the organization.
Organizational differences result from the content of what is learned, from local

choices that move the organization through the interaction-knowledge space

INSERT FIGURE 2 ABOUT HERE

This divergence is seen in a separation in the structure of the high and low
performers (see Figure 2). In Figure 2 we see that over time, the size of the top
performers increases and the size of the bottom performers decrease. In Figure 2,
the mid point of the circle is the mean size of the organizations in that quartile at that
time, the size of the circle is the standard deviation. The overall initial and final
distribution of sizes is also shown. Over time, the population of organizations is
becoming more heterogeneous in their structure.

Learning clashes result in diversity at the population level. Thus, there is not
a shared experience at the population level in terms of what structure is the best. An
organization that exhibits high performance has located a structure and a change
strategy that is well suited for the current task environment. Poor performance
organizations have not located such an ideal. However, structures and change
strategies that do well in one task environment may not do well in other
environments. Thus, it may be that leaning clashes, although detrimental to a
particular organization, may result in sufficient population diversity that in an
environmental shift there may be a pre-existing set of organizations with the
appropriate structure and change strategy.

In addition to diversification, learning clashes also can result in
dysfunctionality. For example, in most organizations there are a few people who

are isolated. These are people who, by choice or happenstance, are loners and



rarely interact with or share information with others. In some sense their
knowledge and expertise is lost to the rest of the organization. Due to the potential
for lost opportunities, we might think of the organization as being more
dysfunctional if there are more isolates. In experiment 2 we find that over time, for
most organizations, the quest for a more high performing structure leads
organizations to adopt forms in which there are fewer isolates (see Figure 3). The
quest for high organizational performance results in more common individual
experience. This occurs without these organizations necessarily adopting a strategy
of firing these isolates. Despite this trend, low performing organizations end up
having more isolates than do high performing organizations. In Figure 3, the mid
point of the circle is the mean number of isolates in the organizations in that quartile
at that time, the size of the circle is the standard deviation. The overall initial and
final distribution of the number of isolates is also shown. In the case of isolates,
organizations are, as a population, becoming more homogeneous. The population
of organizations has collectively learned, without mimicry, that isolates detract from
performance. However, high performing organizations have learned the lesson
better and will still have fewer isolates an exhibit less variance among themselves
than will low performers. The learning clashes between individual and structural
learning result in low performing organizations, despite appropriate changes,
retaining their dysfunctionality and coming to appear more dysfunctional than their
high performing counterparts.
INSERT FIGURE 3 ABOUT HERE

Stratification Strategies and Complexity



For many tasks, and for the task used in these experiments, these attractors to
which the organizations gravitate do not take the form of "the right organizational
structure for this task.” That is, there are structures that are known to perform
optimally, and the simulated organizations do not all gravitate to these forms despite
attempts to improve performance. For high performance organizations, the
attractors are patterns of change. Over time, the way in which these organizations
change also diverges (see Table 2). In Table 2 the percentage difference in final and
initial conditions for each of the structural variables is shown. There are two points
to notice. First, top and bottom performers do not always change in the same
direction. As noted earlier, learning clashes within organizations can result in
diversification and stratification at the population level. Second, regardless of
whether or not low and high performers change in the same direction, the variance
in change is much less for the high performers than the low performers. In other
words, high performing organizations may not move to the same organizational
form, but they tend to change at the same rate. This is reflected in the fact that the
variance in the distribution of the various structural indicators may or may not be
lower for high than low performers; however, the variance in the percentage change
in these indicators over time is always much lower for high performers than low
performers. In this sense, the experience that is shared by high performers is not
experience in operating within a particular form, but experience in process and
degree of change.

INSERT TABLE 2 ABOUT HERE

DISCUSSION



The argument here is quite simple, a unified theory of organizational change
should be possible if it has at its basis a processual approach to learning. Principles
underlying such an approach are: the primacy of learning, a learning ecology,
synthetic adaptation, a network ecology, and constraint based action. Complex
behavior within and among organizations result from simple learning mechanisms
operating within a system of constraints and an ecology of learning mechanisms
and changing networks. Importantly, these networks include both knowledge and
interaction networks all of which change dynamically as agents learn.

There are many ramifications of saying that interaction and learning at the
individual level result in organizational movement through the interaction-
knowledge space. One implication is that structure and culture emerge at the
organization and population level as agents interact. This means that there is no
ontological imperative that gives one agent (such as the CEO, corporate founder, or
funding agency) more apriori import on an organization's or industry's ultimate
future. This is not to say that specific individuals to not play an important role,
merely to say that the behavior of all individuals collectively is what is key.

Organizations that begin quite similar can end up very different. The exact
same learning mechanisms result in divergence in form, strategy and performance
for organizations. Learning in and of itself will result in a stratification of the
organizational landscape and a potential shakeout in terms of firm survival. Firms
do not fail because they are not learning, but because they are learning the wrong
things, or learning the right things in the wrong order and at the wrong time. Path,
or history, matters. What is interesting is despite the importance of history, and

hence the exact networks within and among organizations, the organizational



structures and patterns of change that emerge at the population level are not random.
For individuals, experiential learning results in improved performance, which can
be mitigated by changes in the structure of the organization (structural learning).
For an organization, individual learning results in performance improvements, but
the structure of the organization places a cap on these improvements. Structural
learning can remove these caps but can result in clashes or synergies with individual
or experiential learning. These clashes or synergies results at the population level in
industrial stratification and the appearance of mimicry in process among high
performers.

In general, this work illustrates how complex dynamics at the organization
and population level result from simple, but non-linear processes, at the individual
level. Consequently, thinking through the implications of adaptation processes is
non-trivial even given simple starting conditions. For example, herein, all the
behavior that emerged did so under the following conditions. All organizations
began with different, but randomly chosen structures. All individuals learned in the
same way. All organizations were faced with the same sequence of tasks and
receive the same feedback. Individual, organizational, and population level changes
that emerged did so because of the specific networks, the position of individuals
and organizations in the interaction-knowledge space, and their specific history of
response to events. Complexity emerged simply do to learning occurring within a
system of cognitive and network based constraints.

Taking a population ecology perspective, we recognize that organizations
can, unlike those in the foregoing virtual experiments, cease to exist. A cause of

such organizational death is low performance. In the foregoing simulations



performance was measured as accuracy — the percentage of tasks in a decision
window that were correctly classified by the organization. If we expect returns on
accuracy, then we can think of this as a proxy for profits. Low accuracy would
indicate low profits. Low profits, or lack of profits, over an extended period could
lead to the demise of the organization. Such determination of the economic well
being of an organization would occur at a slower rate than the task decision-making
rate. That is, it is reasonable to assume that the organization does not fail after mis-
classifying a single task. Rather, sustained poor performance is more likely to
result in organizational demise. Based on these assumptions we can ask what
would be the impact of organizational death?

If in fact, organizations only fail if their performance goes under a particular
threshold for an extended period of time then what should happen, in the absence of
mimicry, is that there will be an initial shakeout in most industries. This shakeout
will occur as organizations get locked into change strategies that push them to the
lower strata. The severity of the shakeout and when it occurs will vary by industry
depending on initial conditions and the complexity of the task. A consequence of
the shakeout will be increased homogeneity in the population; although this
homogeneity will be far from perfect. Since leaming does not stop, at any level,
organizations will continue to change after the initial shakeout. However, to the
extent that they have locked into high performance change strategies then fewer
organizations are likely to fail at later dates than in the initial shakeout (barring
major changes in technology or environment). Additionally, it is likely that it the
organizations that are in the middle strata that will be most at risk. Future work

using these computational models in conjunction with population level learning



models are needed to make predictions about the distribution and timing of these
shakeouts.

At the population level another type of learning exists that has not been
considered — mimicry. Mimicry, may alter the severity and timing of the
shakeout, as well. We see among high performers behavior that looks like
mimicry of process. However, there is no process in the model for individuals to
transfer among organizations or to lean via communication from those in other
organizations. The apparent mimicry among high performers occurs for two
reasons. First, to the extent that structures have become more similar through
structural learning will result in the same individual learning which means similarity
in the expectation based learning among the CEOs which results in them taking
similar actions. In other words, they have learned to parse incoming information
on the task in the same or similar ways. Second, these organizations have locked
into similar change strategies. This means that they have learned to parse
information on how their own organization operates and responds to the
environment in the same or similar ways.

Learning clashes for the population, result in higher diversity in form on
some dimensions, and higher diversity in form for all low performers on all
dimensions. In this sense, there are many ways to fail and only a few ways to
succeed. But these few ways to succeed are not simple algorithms for the structure
of the organization. Rather, they are a complex historical pattern of changes,
networks, and cognitions all connected through simple but ubiquitous learning

mechanisms.
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! A large number of individual learning models exist (for a review see Pew and Mavor, 1998).
Some researchers argue that a single learning mechanism may be sufficient to account for all of the
apparent different types of learning. Whether or not this is the case, from the vantage of
organizations, learning types that take different feedback or occur at different rate have different
organizational implications.

2 ORGAHEAD is written in a combination of C, PERLSCRIPT, and C++ and runs only on
UNIX platforms. Interested readers should contact the author to determine the most feasible mode

of access.
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Figure 1. Over time changes in performance for lowest and highest performing
organizations
Figure 2. Change in size of organizations over time.

Figure 3. Change in the number of isolates in organizations over time.



Table 1. Predicting performance from structural features.

Variable

Constant

Final Size

Final Number of Isolates

Final Amount of Ignored Information

Final Density

Final Redundancy

Coefficient

74.89 ***

0.05

-0.10

-2.23 **x

-14.64 ***

1.152 ***

R2 =0.321, * < 0.05 **<0.01 *** <0.005

Std Coefficient

0.00 ***

0.03

-0.02

-0.28 ***

-0.09 **x*

0.28 ***




Table 2. Diversification in change strategies.

Change in Low Performers High Performers

mean Std.dev. mean Std.dev.
Size 22.54 134.08 31.35 1.48
Isolates 23.32 151.58 -17.49 86.56
Overlooked Information ~ 45.85 137.30 -13.80 45.47
Density -11.00 73.31 -28.92 50.74

Redundancy -4.49 59.80 33.61 57.54
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