
Assessing the Global Cyber
and Biological Threat

Ghita Mezzour

CMU-ISR-15-102

April 2015

Electrical and Computer Engineering Department
and Institute for Software Research

Carnegie Mellon University
Pittsburgh, PA 15213

Thesis Committee:
Dr. L. Richard Carley, co-chair

Dr. Kathleen M. Carley, co-chair
Dr. Nicolas Christin

Dr. Mathew Elder, Symantec Research Labs

A dissertation submitted in partial satisfaction
of the requirements for the degree of

Doctor of Philosophy.

This work is supported in part by the Defense Threat Reduction Agency (DTRA) under grant HDTRA11010102, and
the Army Research Office (ARO) under grants ARO W911NF1310154 and ARO W911NF0910273, and the center for
Computational Analysis of Social and Organizational Systems (CASOS). The views and conclusions contained in this
document are those of the authors and should not be interpreted as representing the official policies, either expressed
or implied, of DTRA, ARO or the U.S. government.



Keywords: Cyber security, Science of security, Computers and Society, Public Policy Is-
sues, Abuse and Crime Involving Computers, Global Cyber Security, Cyber Weapons, Cyber War-
fare, Cyber Capabilities, Biological Weapons, Bioweapons, Bio Capabilities, Socio-cultural model,
Friedkin model, Empirical analysis





Abstract
In today’s inter-connected world, threats from anywhere in the world can have

serious global repercussions. In particular, two types of threats have a global impact:
1) cyber crime and 2) cyber and biological weapons. If a country’s environment is
conducive to cyber criminal activities, cyber criminals will use that country as a basis
to attack end-users around the world. Cyber weapons and biological weapons can now
allow a small actor to inflict major damage on a major military power. If cyber and
biological weapons are used in combination, the damage can be amplified significantly.

Given that the cyber and biological threat is global, it is important to identify coun-
tries that pose the greatest threat and design action plans to reduce the threat from these
countries. However, prior work on cyber crime lacks empirical substantiation for rea-
sons why some countries’ environments are conducive to cyber crime. Prior work on
cyber and biological weapon capabilities mainly consists of case studies which only
focus on select countries and thus are not generalizeable. To sum up, assessing the
global cyber and biological threat currently lacks a systematic empirical approach.

In this thesis, I take an empirical and systematic approach towards assessing the
global cyber and biological threat. The first part of the thesis focuses on cyber crime.
I examine international variation in cyber crime infrastructure hosting and cyber crime
exposure. I also empirically test hypotheses about factors behind such variation. In that
work, I use Symantec’s telemetry data, collected from 10 million Symantec customer
computers worldwide and accessed through the Symantec’s Worldwide Intelligence
Network Environment (WINE). I find that addressing corruption in Eastern Europe or
computer piracy in Sub-Saharan Africa has the potential to reduce the global cyber
crime.

The second part of the thesis focuses on cyber and biological weapon capabilities.
I develop two computational methodologies: one to assess countries’ biological capa-
bilities and one to assess countries’ cyber capabilities. The methodologies examine all
countries in the world and can be used by non-experts that only have access to publicly
available data. I validate the biological weapon assessment methodology by compar-
ing the methodology’s assessment to historical data. This work has the potential to
proactively reduce the global cyber and biological weapon threat.
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Chapter 1 Introduction
In today’s inter-connected world, threats have serious global repercussions. There are, however,

two global threats that have not been globally and systematically studied: 1) cyber crime and
2) cyber and biological weapons. Cyber crime from around the world costs society billions of
dollars [4]. Countries that offer a favorable environment to cyber criminal activities are used as a
basis for launching cyber attacks on end-users around the world. Cyber and biological weapons
are asymmetric weapons that could allow small actors to incur massive damage on a major military
power. If cyber and biological weapons are used in combination, the impact can be disastrous. For
example, a biological attack combined with a cyber attack that cripples hospitals’ IT systems can
cause mass casualties.

Given that the cyber and biological threat is global, it is important to identify the most con-
cerning countries and design action plans to reduce the threat from these countries. In terms of
cyber crime, the most concerning countries are those that foster an environment that is conducive
to cyber crime. For example, the environment in these countries may be favorable to setting up
and maintaining cyber criminal infrastructure, such as malicious servers. Alternatively, computers
in these countries may encounter high rates of malware and become bots as a result. Empirically
identifying factors that cause countries’ environments to become attractive to cyber crime provides
a sound basis to policies to reduce the attractiveness of these countries to cyber crime. This, in turn,
could significantly reduce the global cyber crime.

In terms of cyber and biological weapons, the most concerning countries are those that develop
such weapons. Many countries have announced intent to build cyber warfare capabilities and estab-
lished military centers to build such capabilities [87]. Cyber weapons can have a dreadful impact.
For example, Russia allegedly launched a massive Denial of Service attack on Estonia that crippled
Estonia’s information technology infrastructure for three weeks in 2007 [22]. Assessing countries’
cyber warfare capabilities can inform policies about the cyber security investment required to keep
up with other countries. Such assessment can also help towards attributing future highly sophisti-
cated attacks by limiting the number of actors that are capable of launching such attacks. Biological
weapons are weapons of mass destruction prohibited by international law. Despite the outlaw status
of these weapons, many countries are believed to have acquired them. In order to reduce the risk
of further biological weapon proliferation and the risk of a combined cyber biological attack, it is
important to assess countries’ biological weapon capabilities. If the international community has
an early signal about a country developing biological weapons, the international community could
use pressure and negotiations to stop the development of these weapons.

In the context of cyber crime, prior work provides plausible explanations of why some coun-
tries’ environments are very conducive to cyber crime, but does not empirically test the accuracy
of these explanations. For example, Provos et al. [116] observe that China hosts 60% of drive-by-
download servers and state that this due to website administrators’ poor security practices such as
running out-dated and unpatched versions of web server software. Provos et al., however, do not
empirically test the accuracy of their explanation. The literature on assessing cyber and biologi-
cal weapon capabilities mainly contains case studies about capabilities of select countries. A case
study provides an in-depth examination of a country’s capabilities. However, case studies require
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substantial effort and expertise and thus usually only focus on the “obvious” countries such as Rus-
sia and China. As a result, relying solely on case studies may allow some countries to develop
capabilities off-the-radar.

In this thesis, I take a first step towards addressing 2 research questions: 1) What factors cause
countries’ environments to become conducive to cyber crime, and 2) How to systematically identify
countries that could pose a cyber weapon or a biological weapon threat? In order to address the
first question, I empirically test alternative hypotheses about factors behind international variation
in cyber crime exposure and hosting. I use Symantec telemetry data Telemetry data which consist
of threat reports from 10 million Symantec computers around the world.

I statistically test for the effect of various country-level social and technological factors. In
order to address the second research question, I develop two computational methodologies: one that
assesses countries’ cyber weapon capabilities and one that assesses countries’ biological weapon
capabilities. Both methodologies examine all countries in the world and can be used by non-
experts. The two methodologies leverage the fact that the strength of countries’ weapon capabilities
depend on countries’ motivations for these weapons and countries’ latent abilities to acquire these
weapons. Latent abilities are existing expertise and infrastructure that a country can build on to
develop weapons.

It is worth noting that cyber security research rarely distinguishes between cyber crime and
cyber weapons. In this thesis, I make such distinction for pedagogical reasons. My analysis of
cyber crime focuses on cyber attacks on end-users that can be detected by commercial security
products. On the other hand, my work on cyber weapons focuses on cyber attack capabilities by
governments. The reader should keep in mind that my definition of cyber crime and cyber weapons
is not perfect. Governments may use their cyber capabilities for crime, and not just war. Similarly,
non-state actors may also develop cyber weapons.

Table 1.1 provides an overview of the thesis chapters. Chapters 2 and 3 focus on cyber crime. In
Chapter 2, I examine countries’ exposure to malware (trojans, viruses, and worms) using Syman-
tec’s Anti-Virus (AV) telemetry data and in Chapter 3, I examine countries’ exposure to and hosting
of network-based attacks (exploits, web attacks, and fake applications such as fake anti-viruses) us-
ing Symantec’s Intrusion Prevention System (IPS) telemetry data. The telemetry data are accessi-
ble through the Symantec Worldwide Intelligence Network Environment (WINE) platform, which
provides sampled, anonymized access to data collected from users that have opted in to report
telemetry data from Symantec security products [50]. The AV and IPS are two end-host security
systems that often run side by side, but do not interact. An AV threat report contains the attack
name and the victim computer’s IP address and unique identifier. An IPS threat report contains
the same information as an AV threat report in addition to the attacking computer’s IP address.
As measure of a country’s attack exposure, I use the average number of attacks encountered by a
single Symantec victim computer in the country and as a measure of a country’s attack hosting, I
use the average number of attacks launched by a single computer in the country. I statistically test
alternative hypotheses about factors behind international variation in attack exposure and hosting.
Examples of factors I include in my analysis are computing and monetary resources, web browsing
behavior, computer piracy, cyber security research and institutions, corruption, and international
relations

My analysis indicates that malware (trojans, viruses, and worms) is most prevalent in Sub-
Saharan Africa because of high computer piracy rates in this region. End-users in these region
mainly use pirated software and music purchased from street merchants. This pirated software and
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music is very likely to contain malware. On the other hand, web attacks and fake applications are
most prevalent in North America and Western Europe and exploits are most prevalent in countries
with emergent economies. My statistical analysis reveals that cyber criminals target these coun-
tries because of the abundance of computing and monetary resources in these countries. Finally, I
find that many Eastern European countries host disproportionate quantities of attacks. My analysis
indicates that the environment in these Eastern European countries is favorable to attack hosting
because that environment offers a combination of widespread corruption and a reasonable comput-
ing infrastructure. Widespread corruption facilities attack hosting because corrupt law officials and
Internet Service Providers tend to turn a blind eye on that malicious hosting.

Chapters 5 and 4 describe my methodologies to assess countries’ biological weapon and cy-
ber weapon capabilities respectively. The methodologies are similar in the sense they both consist
of a socio-cultural model to assess countries’ motivations and indicators to assess countries’ la-
tent abilities. More specifically, in order to assess countries’ motivations for biological (cyber)
weapons, I adapt a well established socio-cultural model [55] to capture factors that motivate coun-
tries to develop these weapons and set the parameters of the adapted model using publicly available
data. Factors that motivate countries to develop biological weapons are discussed in the litera-
ture [10, 64, 76, 149]. An example of such factor is deterrence of biological weapon enemies.
Unfortunately, the literature on cyber weapons does not contain discussion of motivational factors.
I identify these factors by testing alternative hypotheses against historical proliferation data. I as-
sess countries’ latent biological weapon capabilities by examining countries’ dual-use biological
trade, conventional arms purchase from a biological weapon country, and material power. I assess
countries’ latent cyber weapon capabilities by examining countries’ cyber security research, cyber
security institutions, and IT preparedness.

I validate the biological weapon assessment methodology by comparing the methodology’s
assessment results against historical biological proliferation data. The biological weapon method-
ology has high accuracy despite the high secrecy surrounding biological weapons. Validating the
cyber weapon methodology in a similar manner is the subject of future work. Finally, Chapter 6
compares the two methodologies and identifies countries that could pose both a biological weapon
and a cyber weapon threat.

The thesis chapters are intended to be self-containing causing some inevitable redundancy
across chapters.
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Table 1.1: Overview of thesis chapters

Chapter Contribution Approach Data
Ch 2 Identification of factors behind

international variation in ex-
posure to malware (viruses,
worms, and trojans)

Statistical hypothesis testing Symantec anti-virus (AV)
telemetry data and various
country-level social and techni-
cal indicators

Ch 3 Identification of factors behind
international variation in expo-
sure and hosting of network-
based attacks (web attacks, ex-
ploits, and fake applications)

Statistical hypothesis testing Symantec Intrusion Prevention
System (IPS) telemetry data and
country-level social and techni-
cal indicators

Ch 5 Computational methodology
to assess countries’ biological
weapon capabilities

1) Develop a socio-cultural
model to assess countries’ mo-
tivations for biological weapons
2) Identify indicators of coun-
tries’ latent biological weapon
abilities

international relations, country-
level indicators of latent bio-
logical weapon capabilities, and
biological weapon proliferation
timeline

Ch 4 Computational methodology to
assess countries’ cyber warfare
capabilities

1) Develop a socio-cultural
model to assess countries’ mo-
tivations for cyber weapons 2)
Identify indicators of countries’
latent cyber weapon capabilities

international relations, country-
level indicators of latent cyber
weapon capabilities, cyber war-
fare proliferation timeline

Ch 6 Comparison of methodologies
to assess biological weapon and
cyber warfare capabilities

Comparison of methodologies
in Chapters 5 and 4

Data from Chapters 5 and 4

Ch 7 Conclusion N/A N/A
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Chapter 2 Global Mapping of Malware
Research questions: How does malware exposure vary internationally? What factors explain

such variation?

2.1 Introduction

Computers in different countries encounter very different quantities of malware. Empirically iden-
tifying factors behind such phenomenon can provide a sound basis to policies to reduce malware
encounters in countries that encounter disproportionate quantities of malware. Reducing malware
encounters in these countries is likely to benefit end-users worldwide given that we live in an inter-
connected world.

Many studies notice international differences in malware encounters [19, 20, 97, 158], but
mostly hypothesize about reasons behind such differences without empirically testing the valid-
ity of such hypotheses. For example, Caballero et al. [19] hypothesize that fake anti-viruses are
most prevalent in Western European and North American countries because attackers are interested
in taking advantage of the large computing and monetary resources in these countries. Other prior
work studies the correlation between users’ demographics and attack encounters [20, 82, 91, 111,
127, 158], but does not statistically explain international differences.

In this chapter [100], I examine international variation in the number of trojan, worm, and virus
encounters and statistically test hypotheses about factors behind such variation. Such analysis
allows policy actions aiming at reducing international malware encounters to rely on scientific
empirical evidence instead of simply relying on expert opinions.

I extract the number of malware encounters in different countries from the Symantec Anti-Virus
(AV) telemetry data. The AV telemetry data consist of threat reports collected from more than
10 million Symantec customer computers worldwide over the period November 2009 - September
2011. The AV telemetry data are accessible through the Symantec Worldwide Intelligence Network
Environment (WINE) platform, which provides sampled, anonymized access to data collected from
users that have opted in to report telemetry data from Symantec security products [50]. I use
regression analysis to test for the relevance of various factors such as computing resources, web
browsing behavior, cyber security expertise, computer piracy, and international relations.

I find that Sub-Saharan African countries are the most affected countries by trojans, worms,
and viruses. Many Asian countries are also very affected by malware. The regression analysis
reveals that widespread computer piracy especially when combined with poverty is the main reason
behind high malware encounters in these countries. In poor countries where piracy is common,
users obtain pirated software from P2P networks and merchants that sell pirated CDs publicly with
near-impunity. Such pirated software is very likely to contain malware. In rich countries where
piracy is common, piracy also takes the form of sharing legitimately purchased software copies
among friends, family, and co-workers. Such form of piracy is less likely to propagate malware.
Surprisingly, the regression analysis reveals that web browsing behavior, cyber security expertise,
and international relations have no significant effect. My study has important policy implications.

19



Mainly, reducing malware encounters in the most affected regions requires addressing computer
piracy. Other policy actions such as providing cyber security training or establishing cyber security
institutions are unlikely to be effective if the piracy problem is not addressed.

The remainder of the paper is organized as follows. Section 2.2 discusses related work, Sec-
tion 2.3 provides background, Section 2.4 presents the data, and Section 2.5 discusses threats to
validity. Section 2.6 contains a descriptive analysis of the variation in the number of malware en-
counters across countries and Section 2.7 contains an explanatory analysis of that variation. Finally,
Section 2.8 presents future work and Section 2.9 concludes.

2.2 Related Work

Prior work examines international variation in the number of attacks provides plausible explana-
tions for this variation, but does not empirically test the validity of these explanations. For exam-
ple, Caballero et al. [19] developed a malware measurement infrastructure and deployed it across
15 countries. The malware measurement infrastructure was used to interact with 4 Pay-Per-Install
providers (one type of malware distribution services). Caballero et al. found that fake anti-viruses
tend to target Western European and Northern American countries, and conjecture that this is be-
cause these countries have abundant monetary resources. Similarly, many security vendors e.g.
Microsoft [102], McAfee [97], and Akamai [2] use their corporate data to create reports that depict
international variation in the number of attacks. These reports, however, do not statistically test
hypotheses about factors behind such international variation.

Moreover, several studies [20, 82, 91, 111, 127, 158] examine the relationship between users’
demographics and/or behavior, and malware exposure. That type of user-level analysis is important,
but does not provide insight into how various country-level technical, social, economic, and policy
factors affect countries’ exposure to malware. Understanding the effect of these country-level fac-
tors provides an opportunity for large scale reduction in the number of malware encounters. Some
of these studies [82, 91] do not examine the effect of country-level characteristics because of the
limited international span of their user base. For example, the study by Levesque et al. [82] uses
data from 50 subjects in the Montreal area whose laptops were set up to gather data about malware
infections and users’ behavior. Maier et al. [91] use network traffic data of DSL users from an
American university, an European urban area, and an Indian rural area. Covering 3 countries does
not allow for the type of global analysis I perform in this chapter. Other studies use social net-
working platforms [111] or Mechanical Turk [127] to recruit users, but do not report information
about these users’ countries. Finally, some studies [20, 158] have a wide international coverage,
but have a different focus than empirically identifying factors behind international variation in the
number of malware encounters. For example, Canali et al. [20] use Symantec data with wide in-
ternational coverage to explore the possibility of predicting users’ risk of encountering malicious
web pages based on users’ web browsing behavior. Yen et al. [158] use data about malware en-
counters in a large multi-national to predict the likelihood that hosts encounter malware based on
the characteristics of these hosts’ users.
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2.3 Background

In this section, I discuss factors that may impact the number of malware encounters in different
countries. I choose such factors based on observations and hypotheses discussed in prior work.

Computing and monetary resources The majority of attacks nowadays have a monetary goal.
Therefore, I expect the availability of large computing and monetary resources to cause an increase
in malware encounters. For example, Caballero et al. [19] notice that fake anti-viruses are most
prevalent in Western Europe and North America, and hypothesize that this is due to the large
resources in these countries.

Cyber security expertise Prior work contains seemingly contradictory evidence about the effect
of cyber security expertise. Onarlioglu et al. [111] perform a controlled experiment where experts
and non-experts encounter the same attack scenarios. Onarlioglu et al. find that experts are more
likely than non-experts to avoid sophisticated attack scenarios. On the other hand, Levesque et
al. [82] and Yen et al. [158] find that experts encounter more malware than non-experts when these
experts and non-experts perform their daily activities on their own computers. The findings by
Levesque et al. and Yen et al. are probably due to the fact that experts use their computers for
longer periods of time and to perform more sophisticated tasks.

Web browsing When browsing the web, users may encounter a web attack that triggers a drive-
by-download of malware [116]. Canali et al. [20] find that the number of web pages visited as
well as the diversity of these pages (as measured by the number of top level domains visited) are
correlated with the number of web attack encountered.

Computer piracy Cyber criminals use pirated software to spread malware [73]. End-users obtain
pirated software for the functionality, but often become infected as a result [73]. Therefore, we
expect computer piracy to cause an increase in malware encounters.

International relations Countries that have many international hostilities may be the target of
sophisticated malware such as Flame and Stuxnet [106]. Similarly, countries with many mili-
tary allies may be less likely to encounter malware since countries usually refrain from attacking
their allies. Finally, countries that sign extradition treaties with more countries may encounter less
malware because these countries may be able to prosecute cyber criminals from a wide range of
countries.

2.4 Data

2.4.1 Malware Encounters
In this section, I explain how I use the AV telemetry data [50] to compute the average number
of trojans, worms, and viruses encountered by computer in each country. The AV telemetry data
consist of threat reports from more than 10 million Symantec customer computers worldwide. The
AV is an end-host system that detects malicious files on computers. Upon detecting a malicious
file, the AV quarantines the file and sends a threat report to Symantec. Such threat report contains
the threat name, and the reporting machine’s IP address and unique identifier. A threat report
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Table 2.1: Example of a threat report

Field Value
Threat name W32.Aimdes.A@mm
IP address 259.23.78.45
machine ID 104951814

Table 2.2: Example of a threat catalog entry

Field Value
Threat name W32.Aimdes.A@mm
Threat family name Aimdes
Type worm

example is given in Table 2.1. I use the IP address to identify the computer’s country [96]. IP
geolocation is very accurate at the country level. I use the unique identifier to distinguish between
victim computers.

I complement the AV telemetry data by a threat catalog that contains structured descriptions of
threats reported in the AV telemetry data. The threat catalog is extracted from Symantec’s online
threat descriptions [141]. I provided detailed information about how I extracted the catalog in
Section A.1. A threat catalog entry contains the threat name, the threat family name, and the threat
type. An example of such entry is given in Table 2.2. The threat name is the unique name that
Symantec assigns to the threat, the threat family name is a generalization of the threat name, and
the threat type can be trojan, worms, virus, or adware/spyware, etc. The main types in the AV
telemetry data are trojans, worms, and viruses as depicted in Figure 2.1.

The Symantec customer computers whose threat reports are in the data are randomly sampled
among all Symantec customer computers worldwide using a sampling strategy that ensures that
the WINE data are representative of all data collected by Symantec [114]. This work covers all
184 countries that have at least 30 Symantec customer computers included in the data. Countries
excluded because they have less than 30 of these computers are North Korea, Nauru, Guinea-
Bissau, Tuvalu, Eritrea, Cuba, and Kiribati.

It is important to note that the number of attack reports a computer sends depends on the number
of attacks the computer encounters, but does not depend on a user’s diligence about updating attack
signatures. Symantec uses automatic signature updates, which implies that all online Symantec
computers obtain signature updates at approximately the same time, while offline computers obtain
these signatures as soon as they become online.

I define the number of trojans encountered per computer, the number of worms encountered per
computer, and the number of viruses encountered per computer in a country as the average number
of unique threat families of type trojan, worm, and virus respectively that Symantec customer
computers in that country encounter. Similarly, I define the number of all types encountered per
computer in a country as the average number of unique threat families that Symantec customer
computers in that country encounter.

I use the average number of malware encountered by Symantec customer computers in a coun-
try instead of the total number of malware encountered by these computers in order to allow for a
meaningful comparison between countries with different numbers of Symantec customer comput-
ers. Moreover, I count the unique number of threat families instead of the number of threat reports
because a computer may send multiple threat reports over time about the same infection.
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Figure 2.1: Percentage of different threat types in the AV telemetry data
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I now consider a toy example in order to illustrate how I compute these measures. Assume that
in a certain country there are only two Symantec customer computers A and B. A sends 1 threat
report about W32.Aimdes.A@amm (of threat family Aimdes and type worm) and 1 threat report
about trojan.Tellafriend (of threat family Tellafriend and type trojan.), B sends 1 threat report about
trojan.Tellafriend and 5 threat reports about threat Ada (of threat family Ada and type virus.) The
number of trojans encountered per computer in the country is 1, the number of worms encountered
per computer is 1/2, the number of viruses encountered per computer is 1/2, and the number of all
types encountered per computer is 2.

2.4.2 Explanatory Variables
In this section, I explain how I measure explanatory factors discussed in Section 2.3.

Computing and monetary resources In order to estimate the strength of computing resources in
a country, I use the ICT development index and the Internet bandwidth measure from the Interna-
tional Telecommunication Union branch of the United Nation [67]. I estimate the wealth of people
in a country using the GDP per capita [26, 146].

Cyber security expertise Measuring the average security expertise of a country’s users is diffi-
cult. As a proxy, I use the strength of cyber security research and the existence of cyber security
institutions such as CERTs in the country.

I estimate the strength of cyber security research in a country by counting the number of cyber
security research papers that the country wrote during the period 2002-2011. I take into account re-
search papers published over 10 years because expertise gained in research takes time to transfer to
the general public. I collect from SCOPUS [123] all 28,400 research papers that contain “security”
in their title or abstract and that belong to the computer science or engineering areas. I consider
that a country wrote a paper if at least one of the authors has an affiliation in that country.

I obtain the list of countries that have cyber security institutions by combining lists from mul-
tiple sources [28, 66, 86]. I construct a binary variable that captures whether a country has such
institutions.

Web browsing I use the average number of unique web pages visited (hits) and the average
number of top level domains visited (tops) in a country from Canali et al. [20]. Canali et al.
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compute these estimates based on data collected from a subset of Symantec customers that agree
to share their web browsing histories with Symantec.

Computer piracy I use the piracy rate from the Business Software Alliance (BSA) [18]. The
piracy rate in a country is the ratio of the number of unlicensed software units installed to the total
number of software units installed. The BSA collects such data by surveying users in different
countries about their practices.

International relations Based on the list of military and non-military hostilities [24, 48] during
the period 1992-2010, I construct a binary country-by-country hostility network H = [hij] where
hij = 1 indicates the existence of a hostility between i and j, and hij = 0 indicates otherwise. I then
compute hostility betweenness as countries’ betweenness centrality in that network. Betweenness
centrality [54] is a standard measure of the importance of a node in a network. More specifically,
betweenness centrality measures the extent to which a node falls in shortest paths among other
nodes.

I proceed similarly for international alliances and extraditions. I construct a binary alliance
network and a binary extradition network based on the list of international military alliances [40]
and the list of international extradition treaties [151] respectively. I then compute alliance between-
ness and extradition betweenness as countries’ betweenness centrality in the alliance network and
extradition network respectively.

2.5 Threats to Validity

Many limitations of this paper mainly stem from limitations of the data I use. First, Symantec
AV data inform about malware encounters of Symantec AV home users. Malware encounters of
home users of other AV products have no reasons to be different. However, malware encounters of
corporate users and users that use no AV protection may be different. Unfortunately, I am unable
to correct for this bias because I am unaware of any study that compares malware encounters of
different types of users at a global scale. Moreover, the data cover the time period 2009-2011
and the world has moved towards smart phones since then. It is worth noting, however, that the
move towards smart phones is unlikely to affect the malware situation is Sub-Saharan Africa where
smart phone penetration is still very low. Furthermore, the Symantec AV telemetry data only cover
malware detected by Symantec AV. Sophisticated malware such as targeted attacks and zero-day
attacks are missing in the data. It is worth noting, however, that targeted attacks and zero-day
attacks are a small minority compared with other attacks [12, 147].

One risk associated with the use of regression analysis is endogeneity which occurs when the
error term is correlated with one or more regressors (independent variables). Two phenomena
could cause endogeneity in the regression in this chapter: omitted variable bias and simultaneous
causality. Omitted variable bias occurs when one variable that is determinant of the dependent
variable and is correlated with a regressor is omitted from the regression. In this work, my strategy
to prevent omitted variable bias is to include in the regression all variables that the literature says
could be relevant. Simultaneous causality occurs when there is a causal link from the dependent
variable to a regressor in addition to the causal link from the regressor to the dependent variable.
In this work, there may be a simultaneous causality link between malware exposure and cyber
security research and institutions. In ohter words, countries that have encountered large quantities
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Table 2.3: Top 10 countries on the number of malware encounters per computer

Country # trojans Country # worms Country # viruses Country # all types
Burundi 1.56 Solomon Islds 8.76 Chad 1.99 Solomon Islds 17.51
Solomon Islds 1.43 Bhutan 5.94 Somalia 1.78 Swaziland 13.14
Bhutan 1.24 Cent. Afr. R. 5.55 Burundi 1.64 Bhutan 13.09
Ethiopia 1.20 Swaziland 5.38 Cent. Afr. R. 1.58 Chad 11.78
Cambodia 1.19 Chad 5.36 Swaziland 1.57 Cent. Afr. Rep. 11.68
Yemen 1.19 Samoa 5.05 Solomon Islds 1.36 Burundi 11.10
Cent. Afr. R. 1.18 Somalia 4.68 Gambia 1.29 Somalia 10.84
Swaziland 1.18 Burundi 4.46 Togo 1.28 Samoa 9.88
Chad 1.17 Sierra Leone 4.05 Cameroon 1.23 Sierra Leone 9.10
Syria 1.13 Lesotho 3.77 Sierra Leone 1.23 Togo 9.08

of malware in the past may have encouraged cyber security research and institutions to address
the problem. Because of this potential simultaneous causality, the coefficients on cyber security
research and institutions may not be reliable. As future work, it would be interesting to address this
simultaneous causality issue using instrumental variables or fixed point models.

It is also worth mentioning that the Symantec labeling of attacks that I use in this work is
imperfect. Inconsistencies among AV vendors in labeling malware have been reported [6, 21,
104]. However, I believe that the lack of a unified malware labeling taxonomy is the main reason
behind such inconsistencies. The fact that different AV vendors label malware differently does not
necessarily indicate that the labeling from any AV vendor is wrong. Many research papers [8, 65,
118] use AV labels as a ground-truth when evaluating the accuracy of new approaches.

Finally, I rely on IP geolocation to identify countries where computers are. Threats to validity
that usually come with using IP geolocation are IP spoofing and the use of anonymization software.
I do not believe that IP spoofing is an issue for our data given Symantec customer computers have
no reason to spoof their address when sending threat reports to Symantec. Similarly, the use of
anonymization software such as Tor is unlikely to cause a significant bias because only a small
minority of the general population uses such software. Pirated software users also typically do
not use anonymization software. In places such as Sub-Saharan Africa, pirated software is sold
publicly in the streets and there is no penalty for using such software that would cause users to hide
their identity using anonymization software [15].

2.6 Descriptive Analysis

Table 2.3 contains the list of countries that rank highest on the number of malware encounters.
It can be seen that these countries are primarily poor countries in Sub-Saharan Africa. This is
surprising given that Caballero et al. [19] find that fake applications and web attacks are most
prevalent in Western Europe and North America. This finding probably indicates that factors that
drive encounters of trojans, worms, and viruses are very different from factors that drive encounters
of web attacks and fake applications.

Figure 2.2 presents a map visualization of the number of malware encounters in all countries. It
can be seen that Sub-Saharan Africa encounters the largest quantities of trojans, followed by Asia
and North Africa. Other regions encounter relatively small quantities of trojans. Moreover, it can
be seen that Sub-Saharan Africa is also the most affected region by worms and viruses, followed by
South-East Asia and South Asia. Other regions encounter relatively small quantities of worms and

25



Table 2.4: Summary statistics of variables used in the explanatory analysis

Statistic N Mean St. Dev. Min Max

Trojans encountered per computer 184 0.55 0.25 0.22 1.56
Worms encountered per computer 184 1.42 1.34 0.045 8.76
Viruses encountered per computer 184 0.34 0.39 0.031 1.99
All types encountered per computer 184 4.06 2.64 0.94 17.51

Bandwidth 184 30.95 57.66 0.10 547.10
ICT 184 3.82 2.05 0.85 8.45
GDP per capita (log) 184 8.49 1.53 5.29 11.55
Web hits 184 1,020.52 586.86 105 5,363
Web tops 184 12.89 4.11 1.00 32.33
Piracy 184 0.65 0.21 0.20 0.93
Security research 184 175.50 830.41 0 7,911
Security institutions 184 0.36 0.48 0 1
Alliance betweenness 184 0.001 0.007 0 0.053
Hostility betweenness 184 0.0004 0.002 0 0.017
Extradition betweenness 184 0.004 0.036 0 0.483

viruses. Finally, when taking into consideration all malware types, the resulting pattern is similar
to the pattern of trojans. This is due to the fact that trojans constitute the majority of malware types
in the data as depicted in Figure 2.1.

2.7 Explanatory Analysis

The goal of this section is to identify factors that explain international variation in malware en-
counters. In order to identify these factors, I use regression analysis which aims at establishing
causation, and not just correlation. Table 2.4 contains summary statistics of the variables I use in
this section. Each variable is of length 184, the number of all countries in the world that have at
least 30 Symantec customer computers whose threat reports are included in the AV telemetry data
as I explain in Section 2.4.1. Trojans encountered per computer, worms encountered per computer,
viruses encountered per computer, and all types encountered per computer are the dependent vari-
ables I will use in the regression analysis. These variables represent the average number of trojans,
worms, viruses, and all malware types respectively encountered by a single Symantec customer
computer 1 as explained in Section 2.4.1. Other variables are the explanatory variables I intend to
use in the regression analysis and that were explained in Section 2.4.2.

Table 2.5 represents the correlation table between the explanatory variables. Each element in
the table represents the correlation between two explanatory variables. For example, the correlation

1The careful reader will notice that all types encountered per computer is not the sum of trojans, worms, viruses and
other types encountered per computer. This is because these measures are scaled by the number of Symantec customer
computers in each country. If we were to consider the unscaled measures, we would find that all types encountered by
all computers in the world is the sum of trojans, worms, viruses, and other types encountered by all computers in the
world.

26



Trojans

0.216 0.515 0.814 1.11 1.26 1.41 1.56

Worms

0.0445 1.98 2.95 3.92 4.89 5.86 6.82 7.79 8.76

Viruses

0.0313 0.467 0.902 1.34 1.55 1.77 1.99

All types

0.0313 0.467 0.902 1.34 1.55 1.77 1.99

Figure 2.2: Map visualization of the number of threats encountered per computer
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Table 2.5: Correlation table between explanatory variables
Bandwidth ICT GDP PC web hits web tops piracy research institutions alliance hostility

ICT 0.60***
GDP PC 0.52*** 0.92***
web hits 0.13 0.25*** 0.24**
web tops -0.04 0.02 0.00 0.65***
piracy -0.54*** -0.85*** -0.85*** -0.23** 0.04
research 0.09 0.23** 0.20** 0.10 -0.10 -0.24**
institutions 0.34*** 0.56*** 0.47*** 0.14 -0.03 -0.49*** 0.27***
alliance 0.10 0.21** 0.18* 0.06 -0.06 -0.21** 0.46*** 0.20**
hostility 0.03 0.02 0.00 0.00 -0.01 -0.03 0.38*** 0.07 0.30***
extradition 0.03 0.13 0.12 0.06 -0.05 -0.19* 0.70*** 0.12 0.58*** 0.55***
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

between ICT and bandwidth is 0.60. In the correlation table, I only report values below the diagonal
because correlation is symmetric. For example, the correlation between GDP PC and ICT is the
same as the correlation between ICT and GDP PC. From Table 2.5, it can be seen that GDP PC is
highly correlated with ICT, that is countries with high income per individual tend to have strong
computing infrastructure. Because of this very high correlation value (0.92), I only use one of these
two variables in the regression analysis. From the table, it can also be seen that computer piracy is
more prevalent in countries with low income. This reflects the fact that low-income individuals are
unable to afford to legitimate software and music, and resort to pirated products instead.

Table 2.6 presents the results of the regression analysis. From the table, it can be seen that
the only factors that have statistically significant coefficients are piracy and piracy x ICT. This
indicates that piracy and piracy x ICT are the only factors that are confirmed to affect international
variation in malware exposure according to my analysis. In other words, computer piracy especially
when combined with poverty is the main factor behind high malware encounters. The regression
coefficients in the table are standarized, which allows comparing the effect of different factors.
For example, the 0.493 coefficient on piracy in the regression about exposure to trojans can be
interpreted as: increasing the piracy rate by 0.21 (the standard deviation of the piracy rate according
to Table 2.4) results in an increase in the number of trojans encountered by 0.493 * 0.25 (where
0.25 is the standard deviation of the number of trojans encountered according to Table 2.4).

In poor countries where piracy is common, people obtain pirated software and music through
P2P networks and merchants that sell these products publicly in the streets with near-impunity [15].
These merchants obtain pirated products and license keys from dubious Internet websites. As a
result, pirated software in these poor countries is very likely to contain malware. On the other
hand, in relatively rich countries where piracy is common such as Singapore, piracy also takes the
form of sharing legitimately purchased products among friends, family, and co-workers because
the collectivism culture encourages sharing and helping others [5, 128]. This form of piracy is less
likely to spread malware.

From Table 2.6, it can be seen that web browsing behavior has surprisingly no significant effect
on international variation in the number of malware encounters. Web browsing has no significant
impact because, as explained in the previous paragraph, computers encounter malware primarily
through pirated computer products, and not through web attacks and drive-by-downloads. Cyber
security expertise, too, has surprisingly no significant effect. Many people are aware that pirated
products are less safe [18], but prefer such pirated products because of economic, social, and legal
reasons [18]. Finally, it is surprising that international relations have no significant effect. Despite
the wide media coverage of state-sponsored malware, the volume of such malware is very small
compared with criminally motivated malware [147]. Moreover, state-sponsored malware tends to
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Table 2.6: Regression Analysis of the number of malware encounters in different countries. Regression
coefficients are standardized.

Trojans Worms Viruses All types

Computing and monetary resources
Bandwidth -0.010 0.031 0.013 0.022

(0.081) (0.069) (0.060) (0.070)
ICT -0.068 -0.387 0.302 -0.313

(0.285) (0.242) (0.211) (0.247)

Web browsing
Web hits 0.026 0.036 0.021 0.032

(0.087) (0.074) (0.064) (0.075)
Web tops 0.090 0.018 0.024 0.047

(0.085) (0.072) (0.063) (0.074)

Piracy
Piracy 0.493∗∗ 0.149 0.813∗∗∗ 0.282

(0.222) (0.189) (0.164) (0.193)
Piracy x ICT -0.244∗ -0.299∗∗ -0.684∗∗∗ -0.285∗∗

(0.145) (0.123) (0.107) (0.125)

Security research and institutions
Security research 0.082 -0.059 -0.085 -0.043

(0.090) (0.077) (0.067) (0.078)
Security institutions 0.079 -0.070 0.056 -0.010

(0.076) (0.065) (0.056) (0.066)

International relations
Alliance betweenness 0.016 0.011 0.009 0.011

(0.077) (0.065) (0.057) (0.066)
Hostility betweenness 0.023 0.010 0.054 0.016

(0.074) (0.063) (0.055) (0.064)
Extradition betweenness -0.023 0.013 0.015 0.014

(0.104) (0.088) (0.077) (0.090)

Observations 184 184 184 184
R2 0.352 0.534 0.647 0.514

Standard errors in parentheses
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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be very sophisticated and is often undetected by anti-viruses.

2.8 Future Work

As future work, it would be interesting to examine measures beyond the average number of malware
encounters per computer. For example, it would be interesting to examine the median and the ratio
of Symantec customer computers that encounter malware out of all Symantec customer computers
in a country. Another future work direction is to use data from other AV vendors such as Microsoft
and McAfee. Moreover, in the future, I intend to use a stepwise approach such as the Akaike
Information Criterion (AIC) and Bayesian Information Criteria (BIC) approach in the regression
analysis. Finally, case studies about piracy and malware encounters in Sub-Saharan Africa would
shed greater light into problematic practices in these countries and appropriate policy actions to
address these practices.

2.9 Conclusion and Discussion

In this chapter, I empirically test hypotheses about factors behind international variation in the
number of malware encounters. Such hypothesis testing provides an empirical scientific basis to
the community’s understanding of global malware encounters and to policy actions to reduce such
encounters. To the best of my knowledge, this is the first research piece that statistically tests
hypotheses about reasons behind international differences in the number of trojans, worms, and
viruses encountered.

I extract the number of malware encounters in each country from the Symantec AV telemetry
data. That data consist of threat reports from more than 10 million Symantec customer computers
worldwide. I use regression analysis to test for the relevance of computing and monetary resources,
web browsing behavior, computer piracy, security expertise, and international relations.

I find that trojans, worms, and viruses are most prevalent in Sub-Saharan Africa. The regression
analysis reveals that this is mainly due to widespread computer piracy combined with poverty in
this region. In poor countries where piracy is widespread, users obtain pirated computers products
from P2P networks and merchants that sell pirated CDs on the streets with near impunity. These
merchants obtain these pirated products from dubious parts of the Internet. On the other hand,
in rich countries where piracy is widespread, it is more common for a person to buy legitimate
software or music and share it with friends, family, and coworkers.

The regression analysis reveals many surprising findings. For example, given that malware
have primarily a monetary goal, I hypothesized that cyber criminals would target rich countries
because the monetary benefit of compromising rich people’s computers is higher. My hypothesis
is consistent with what Caballero et al. [19] observed about fake anti-viruses. In this work, I found
that, surprisingly, poor countries in Sub-Saharan Africa are most exposed to malware. One possible
explanation is that cyber criminals target computers in Sub-Saharan Africa because of the low cost
of attacking computers in this region. Another possible explanation is that cyber-criminals do not
target this region on purpose. It is just that one malware distribution method, mainly computer
piracy, happens to be particularly popular in Sub-Saharan Africa.

My work has many policy implications. Reducing malware encounters in Sub-Saharan Africa
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requires reducing computer piracy in this region. Other policy actions such as providing cyber
security training are unlikely to be effective. Software and music industries are the entities that have
the highest incentive to combat computer piracy in order to increase revenues. Governments in this
region are aware that legitimate software is more stable and safer than pirated software. However,
these governments are reluctant to fight computer piracy despite lobbying by the software industry
because such fight would prevent their populations from keeping up with international knowledge
and technology. For example, the GDP per capita is 700 USD in Central African Republic [26],
while Mircosoft Windows costs 119 USD [101]. It is unreasonable to believe that poor people
would pay more than 15% of their yearly income in order to acquire a legitimate copy of Microsoft
Windows. I join Gobal [128] in suggesting that the software and music industries should adjust
their international prices to countries’ income level. This could be a win-win solution because
the software industry would be able to collect some revenue instead of losing almost all potential
revenue to piracy and these countries’ populations can have access to safe and robust computer
products.

Meanwhile, given that malware can be “contagious”, it is important to reduce the risk that
malware from these countries spreads elsewhere. First, global organizations with offices in the most
at-risk countries should have very strong, enforced, and enforceable policies for monitoring for, and
correcting for malware. Second, those traveling to the most at-risk countries should be particularly
wary of linking their own machines to machines in these countries and transferring material from
the machines in these countries without having sufficient malware detectors and barriers in place.
Third, soft-power solutions that raise awareness about the issue and provide anti-viruses to these
countries could reduce the overall global risk.
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Chapter 3 Global Mapping of Network-Based
Attacks

Research questions: How do network-based attack exposure and hosting vary internationally?
What factors explain that variation?

3.1 Introduction

In some countries, computers encounter disproportionate quantities of attacks, while in other coun-
tries, computers host disproportionate quantities of these attacks [19, 97, 158]. Such phenomenon
has many plausible explanations such as the shortage of cyber security expertise, the abundance of
resources or the computing culture in these countries. Testing the accuracy of these explanations
against real data can inform policy makers about how to reduce attack exposure and hosting in the
most affected countries. This will, in turn, have a worldwide benefit given that we live in an inter-
connected world. Testing alternative hypotheses or explanations is considered a very important and
novel contribution in the social and natural sciences [115] and is strongly encouraged under the
concept of science of security [83, 129].

Prior work [2, 19, 97, 102] notices international variation in attack exposure and hosting, and
provides plausible explanations for such variation. However, prior work does not empirically test
the validity of these explanations. For example, Caballero et al. [19] notice that fake anti-viruses
are more prevalent in Europe and North America and conjecture that fake anti-viruses target these
regions because users there tend to be wealthy. Other prior work [20, 82, 91, 111, 127, 158]
examine the relationship between attack exposure and users’ demographics and behavior, but do
not statistically explain international variation.

In this chapter, I statistically test alternative hypotheses about factors behind international vari-
ation in attack exposure and hosting. More specifically, I address 3 related research questions: (1)
What factors explain international variation in attack exposure?, and (2) What factors explain in-
ternational variation in attack hosting?, and (3) What factors explain how attacks propagate across
countries?

I use Symantec’s World Intelligence Network Environment (WINE) Intrusion Prevention Sys-
tem (IPS) telemetry data. WINE is a platform for repeatable experimental research through which
external researchers can access data used at Symantec Research Labs [50]. The IPS is an end-host
system that detects and blocks malicious network activity. The IPS telemetry data contain at-
tack reports from more than 10 million Symantec customer computers worldwide collected during
November 2009 - September 2011. The main attack types in the data are exploits, web attacks, and
fake applications (mainly fake anti-viruses) because the IPS exclusively examines network traffic.
I statistically test for the effect of various technical, social, economic, and political factors on the
international variation in cyber attacks.

I use the average number of attacks that a single computer encounters as a measure of a
country’s exposure to attacks. I find that exploits are most prevalent in countries with emergent
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economies such as India and Taiwan, while web attacks and fake applications are most prevalent
in Western Europe and North America. My analysis confirms that these countries encounter more
attacks because cyber criminals are interested in taking advantage of the abundant computing and
monetary resources in these countries. Surprisingly, countries’ cyber security expertise (that I mea-
sure through the strength of cyber security research and the existence of cyber security institutions)
does not reduce the countries’ cyber attack exposure. Moreover, international relations have no
significant effect on attack exposure.

Furthermore, I use the average number of attacks from a single computer in the country as a
measure of the extent to which a country hosts attacks. I find that many Eastern European countries
and a few Latin American rank highest on this measure, while African countries rank lowest. The
regression analysis reveals that a combination of reasonable computing resources and high levels
of corruption is a very favorable condition to hosting criminal computing infrastructure. Reason-
able computing resources ensure that malicious computers can aggressively deliver attacks, while
corruption facilitates conducting cyber-criminal activities through the complicity of law officials
and ISPs. Surprisingly, again, cyber security expertise in a country does not reduce attack hosting
in a country. Similarly, international relations have no significant effect on attack hosting.

In order to investigate how cyber-attacks propagate internationally, I examine a cyber-attack
international network where an edge weight from a country A to country V represents the average
number of attacks from a single computer in A on a single computer in V . I find that exploits tend
to propagate to geographically nearby countries. On the other hand, malicious web servers that
serve web attacks and fake applications tend to be in Eastern Europe and Latin America, while
victims tend to be in Western Europe and North America.

My results imply that effectively addressing cyber security requires addressing social issues,
and not just designing more secure systems or providing cyber security training. Countries that
excessively host attacks have sufficient cyber security expertise to reduce the likelihood that their
systems are used to host attacks. However, widespread corruption in these countries causes law
officials and ISPs to turn a blind eye to cyber crime hosting hosting. Effectively reducing attack
hosting requires cracking down on the most corrupt ISPs and law officials.

The remainder of the chapter is organized as follows. I provide background in Section 3.3,
describe my data in Section 3.4 and explain threats to validity in Section 3.5. I examine attack ex-
posure in Section 3.6, attack hosting in Section 3.7, and international attack networks in Section 3.8.
I discuss future work in Section 3.9 and conclude in Section 3.10.

3.2 Related Work

Many studies e.g. [2, 41, 97, 102, 116] observe international differences in the number of attacks
encountered and hosted, but do not statistically test hypotheses about factors behind such differ-
ences.

Moreover, prior work [20, 82, 91, 111, 127, 158] examines the relationship between users’
demographics and/or behavior, and malware exposure. However, this prior work performs analyses
at the user level instead of the country level, and thus does not provide the same opportunity for
large scale reduction in attack exposure and hosting that this work provides.

Finally, prior work [71, 72, 137] develops techniques to expose malicious or negligent Inter-
net Service Providers (ISPs), but does not statistically analyze why malicious and negligent ISPs

34



emerge in some regions of the world more than others. Malicious ISPs e.g. the Russian Business
Network [14] are criminal organizations that offer bullet-proof hosting to a wide range of malicious
activities such as malware, spam and child pornography, whereas negligent ISPs are legitimate or-
ganizations that neglect taking down malicious activities.

3.3 Background

3.3.1 Cyber Attacks

The main attack types in the IPS telemetry data are exploits, web attacks and fake applications. I
briefly review these attacks in this section.

Exploits. Exploits are malicious programs that take advantage of software vulnerabilities in the
operating system, Java or other programs1.

Web attacks. Web attacks are exploits on web browsers or web browser plugins that typically
allow installing malware in what is called a drive-by-download [116]. A victim encounters a web
attack upon visiting a malicious website that launches the web attack. The victim may directly visit
the malicious website, or may be directed to the malicious website after visiting a hacked webpage
that contains e.g. iFrames or malicious java-script.

A Pay-Per-Install (PPI) business model [19, 59] to deliver malware has emerged around web
attacks and drive-by-downloads. In this model, there are find clients, PPI providers, and affiliates.
Clients have malware that they are interested in disseminating. For example, clients can be the
malware authors. Clients pay PPI providers to distribute their malware to victim computers and
pay providers by the number of victim computers on which the malware is installed. PPI providers
are responsible for managing malicious web sites and directing web traffic to these websites. In
some cases, PPI providers outsource some of these tasks to affiliates.

Fake applications. Fake applications are applications that pretend to have a useful utility, but
offer no utility or are malicious. The most common fake applications in the IPS telemetry data
are fake anti-viruses. Fake anti-viruses falsely claim to find malware on the victim’s computer and
typically ask the victim to pay a premium to remove the malware, which some victims do.

3.3.2 Factors Impacting Attacks Exposure

The number of attacks that a certain country’s users encounter depend on multiple factors including
users’ behavior and attackers’ desire to attack these users. In this section, I present hypotheses
discussed in prior work about factors that affect attack exposure.

Web browsing. When browsing the web, a user may encounter a malicious web page that
launches a web attack, or may see an advertisement for a fake application and be tempted to down-
load that application. Alternatively, the user may see an advertisement for a fake application and
be tempted to download that application. Canali et al. [20] find that exposure to web attacks is
correlated with the number of web pages visited and the diversity of these web pages (as measured
by the number of top level domains visited).

1Following Symantec’s naming conventions, I refer to exploits on web browsers or web browser plugins as web
attacks, and discuss them separately.
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Computing and monetary resources. The majority of attacks nowadays have a monetary
goal. Therefore, I expect I expect the abundance of resources to increase attack exposure [19]. For
example, attackers may prefer to attack fast computers with high Internet bandwidth in order to use
these computers to launch other attacks. Similarly, stealing credit card information of rich victims
is likely to generate larger profits.

Currently, attackers have mechanisms to target victims in certain countries. For example, in
the Pay-Per-Install (PPI) business model discussed in Section 3.3.1, the rate that clients pay to PPI
providers varies depending on the desired location of victims. In the United States and the United
Kingdom, the rate is $100-$180 per 1000 computers, whereas is less demanded regions such as
some Asian countries, the rate is $7-$8 [59].

Cyber-security expertise. Conventional wisdom says that cyber-security experts should en-
counter less attacks, but empirical work is not very conclusive about this point. Onarlioglu et
al. [111] compare the performance of experts and non-experts at avoiding a set of attack scenarios,
and finds that experts outperform non-experts at avoiding sophisticated attack scenarios. On the
other hand, Levesque et al. [82] and Yen et al. [158] examine attack encounters of users as these
users perform their daily computing activities, and find that experts encounter more attacks than
non-experts.

One possible explanation for the discrepancy between these results is that, experts encounter
more attack scenarios in real-life because of their higher and more advanced computer usage.

International relations International relations may affect the number of cyber attacks encoun-
tered. For example, a country involved in inter-state conflicts may be the target of cyber attacks as
was the case of Stuxnet [122]. Similarly, countries are usually less likely to attack their allies, and
thus countries with many allies may experience less cyber attacks.

3.3.3 Factors Impacting Attack Hosting
In order to host attacks, attackers either use 1) compromised computers or 2) malicious comput-
ers set up exclusively to host attacks[41, 116]. These malicious computers could be, for exam-
ple, hosted within rogue Internet Service Providers (ISPs) that offer bullet-proof hosting [137].
Such ISPs keep the malicious computers up despite complaints and actions to take such servers
down [137]. In the remainder of this section, I present hypotheses about factors that cause attackers
to prefer using computers in a certain country to host attacks.

Computing resources. Cyber criminals may prefer to host their attacks in countries that have
a strong IT infrastructure. Hosting in these countries is usually more reliable and cheaper. As
long as cyber criminals ensure that the attacks hosted in these countries are undetected, these cyber
criminals can enjoy a reliable service at a low price, thus maximizing their profit margins.

Corruption. Corruption is known to facilitate criminal activity [9, 29, 80, 94] through the
complicity of law officials. Thus, cyber criminals may be interested in hosting attacks in countries
with widespread corruption. This is because, in these countries, cyber criminals do not need to
worry about remaining undetected by hosting services and law officials.

Attack Exposure. Exposure to attacks increases the likelihood that computers become com-
promised and start hosting attacks. Therefore, I expect attack exposure to increase attack hosting
within compromised computers.

Cyber security expertise. When used by legitimate actors in a country, cyber security expertise
can help prevent computer compromise and disinfect compromised computers. In that sense, cyber
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security expertise may reduce attack hosting within compromised computers.
On the other hand, cyber criminals may use their expertise to compromise computers and set

up malicious ones. However, since cyber criminals can perform these operations remotely, I do not
necessarily expect expertise of cyber criminals living in a country to increase attack hosting in that
country.

International relations. Attackers may be discouraged from hosting malicious computers in
a country A to launch attacks on a country V if A and V collaborate on cyber-security issues.
Such collaboration may be based on formal agreements such as extradition treaties or informal
agreements [90]. Informal agreements may be easier among military allies, and harder among
military enemies.

3.3.4 Factors Impacting International Attack Propagation
I present factors that impact the inter-country cyber attack network which represents the number of
attacks that a computer in country A launches on a computer in country V .

Country attributes. Countries’ attributes discussed in Section 3.3.2 likely have an impact the
number of attacks V encounter from other countries similar to the impact discussed in that section.
Similarly, countries’ attributes discussed in Section 3.3.3 likely have an impact on the number of
attacks A launches on other countries similar to the impact discussed in that section.

Geographical proximity. I expect to see more attacks among neighboring countries because
some attacks use propagation strategies that favor geographically close computers. As example of
such attacks are those that use random scanning techniques that favor local computers.

3.3.5 MrQAP Regression
MrQAP regression [78] is a regression technique suitable for network data. Ordinary Least Squares
(OLS) regression is unsuitable for network data because such data violates the independence as-
sumption required for OLS. MrQAP regression on networks produces the same regression coef-
ficients as OLS regression produces on the vector representation of these networks, where a vec-
tor representation of a network is a vector obtained by concatenating the rows of that network.
However, contrary to OLS, MrQAP produces accurate p-values that account for intra-column and
intra-row dependencies. MrQAP produces these p-values by leveraging the Quadratic Assignment
Procedure (QAP) test, which is a non-parametric test based on random permutations of rows and
columns.

3.4 Data

3.4.1 Cyber Attack Data Sets
World Intelligence Network Environment (WINE) telemetry Intrusion Prevention System
(IPS) data. Symantec’s WINE IPS telemetry data consist of attack reports sent by more than 10
million Symantec customer computers worldwide during the period November 2009-September
2011. The IPS is an end-host system that monitors the host’s network activity. Upon detecting a
malicious activity, the IPS blocks that activity and sends an attack report to Symantec as illustrated
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Figure 3.1: Attack report generation

Victim Attacker 

Attack report 

IPS 

Symantec 

Table 3.1: Attack report example

Field Value
Attack name Web Attack: Blackhole Toolkit Website
computer ID 104951814
IP victim 172.268.12.156
IP attacker 157.23.56.589
Protocol TCP

in Figure 3.1. As illustrated in Table 3.1, an attack report contains the name of the attack detected,
the IP address and unique identifier of the victim computer 2, the IP address of the attacker computer
and the network protocol of the malicious activity blocked. The unique identifier of the victim
computer is the serial identifier associated with the installation of Symantec IPS on the machine.

It is important to note that the number of attack reports a computer sends depends on the number
of attacks the computer encounters, but does not depend on a user’s diligence about updating attack
signatures. Symantec uses automatic signature updates, which implies that all online Symantec
computers obtain signature updates at approximately the same time, while offline computers obtain
these signatures as soon as they become online.

Attack catalog. The IPS attack catalog described in Section A.2 contains structured descrip-
tions of attacks reported in the IPS WINE telemetry data, and was extracted from Symantec’s online
attack descriptions [142]. For a each attack, the catalog contains the attack name, the attack family
names, the types, and the attack infrastructure type. The attack name is the name used by Symantec
to uniquely identify the attack and the attack family name is a generalization of that attack name.
Type is the type of the attack. The main attack types are exploits, web attacks, and fake applica-
tions. The attack infrastructure type is the type of malicious computers that launch that attack. The
infrastructure type of web attacks and fake applications is mostly “malicious web page”, but we
also find “hacked web page”. A malicious web server is a web server that delivers web attacks or
malware. This is in contrary to hacked web pages that contain iFrames or malicious javascript and
direct to these malicious web pages. The infrastructure type of exploits is “exploiting computer”
which indicates that the attacker computer is a computer that launches the exploit, but no further
information about such computer is available. Table 3.2 provides an example of an attack catalog
entry.

Figure 3.2 presents the distribution of attack types in the IPS telemetry data. The main types
are exploits, web attacks and fake applications. Other types such as worms, adware/spyware and
trojans constitute 1% of attack instances. Exploits, web attacks and fake applications are the most
prominent types because the IPS exclusively examines hosts’ network activity. The IPS is unable
to detect threats that have no network activity.

2In this paper, I only consider attack reports where the Symantec computer sending the attack report is the victim
computer. This is the case for more than 96% of attack reports. I disregard attack reports where the Symantec computer
sending the attack report is the attacker computer. These attack reports are a minority, and are not representative.
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Table 3.2: Examples of an attack catalog entry

Field Value
Attack name Web Attack: Blackhole Toolkit Website
Attack family name Blackhole
Type Web attack
Attack infrastructure Malicious web page
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Figure 3.2: Distribution of attack types

3.4.2 Country Cyber Attack Data

In this section, I explain how we compute the number of attacks encountered and the number of
attacks launched per computer.

I start by explaining how I define an attack instance. I consider an attack instance (a, v, f) to be
an attack by an attacker computer a on a victim computer v using attack family f . In other words, I
consider all attack reports about an attacker computer a, a victim computer v and an attack family f
to be a single attack instance. I use the unique computer IDs to distinguish between different victim
computers and the attacker IP addresses to distinguish between different attacker computers. Such
definition does not correctly account for when a attacks v multiple times using f , but such definition
is preferable because it correctly accounts for when a victim sends a large number of reports over
time about an infection or a quarantined threat. In the toy example in Figure 3.3, there are 6 attack
instances (a1, v1, f1), (a2, v2, f1), (a2, v2, f2), (a2, v3, f2), (a4, v2, f2) and (a4, v3, f3).

I define a WINE computer as a Symantec customer computer whose attack reports are included
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Figure 3.3: Toy example.
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in the WINE telemetry data. The nearly 10 million WINE computers are randomly chosen from
all Symantec customer computers worldwide. I determine the country where a computer is using
IP geolocation [96]. IP geolocation at the country level is very accurate. One risk, however, is
IP spoofing by attacking computers. IP spoofing is easy when TCP connections are unnecessary
as is the case with UDP traffic and TCP SYN Denial of Service attacks. On the other hand, IP
spoofing is relatively difficult when a TCP connection is required between the attacker and victim
computers. A remote computer that spoofs its IP address, and that does not have access to the path
between the spoofed IP address and the victim computer does not see the TCP sequence numbers.
Therefore, the remote computer is unable to establish a TCP connection with the victim computer.
In the IPS telemetry data, more than 98% of attack instances correspond to TCP traffic that is not
Denial of Service traffic, which is consistent with the fact that TCP is much more common than
UDP in the Internet [70]. Therefore, I expect IP spoofing to have a limited effect on this work.

In this work, I only keep data from countries with at least 30 WINE computers. That is, I ignore
data from North Korea, Nauru, Guinea-Bissau, Tuvalu, Eritrea, Cuba and Kiribati. In the remaining
countries, the ratio of WINE computers out of the total number of computers in the country has
mean 0.013% and standard deviation 0.23 10−3. I obtain estimates of the total number of computers
in countries based on estimates of the number of computers by 100 people [145] and estimates of
the population size [146] in these countries.

Attacks encountered per computer. This is the average number of attack instances encountered
by a single WINE computer in each country. In the toy example in Figure 3.3, the 3 WINE com-
puters in V encounter 6 attack instances. Therefore, the attacks encountered per computer in V is
equal to 6/3 = 2.

Attacks launched per computer. This is the average number of attacks launched by a single
computer in country country. For each country, I divide the number of attack instances where the
attacker computer is in that country by the total number of computers in that country. I divide by
the total number of computers, and not just the number of attacker computers in the WINE data
because the WINE data record attacks by any computer on WINE computers. In the toy example
in Figure 3.3, the 6 computers in A launch a total of 6 attack instances. Therefore, the attacks
launched per computer in A is 6/6 = 1.

Cyber attack network This is a country by country network that represents the average number
of attack instances from a single computer in A on a single WINE computer in V . In order to
compute the edge weight from A to V , I count the number of attack instances where the attacker
computer is in A and the victim computer is in V . Then, I divide that number by the product of
the number of all computers in A and the number of WINE computers in V . In the toy example in
Figure 3.3, the edge weight from A to V is 6 divided by 18, the product of the number computers
in A and the number of WINE computers in V .

In addition to computing the attacks encountered per computer, the attacks launched per com-
puter and the cyber attack network when taking into account all attack instances, I also compute
these measures for particular attack types. For example, I compute the exploits encountered per
computer by only taking into account attack instances that have attack type “exploit”. Moreover,
for web attacks and web attacks, we exclude a small number of attack instances where the attack
type is “hacked web page”, and keep the majority of instances where the attack type is “malicious
web page”. Different factors affect the likelihood that hacked and malicious pages appear, and our
data about hacked web pages is insufficient to draw statistical conclusions.
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3.4.3 Explanatory Variables

In this section, I present data I use to measure explanatory factors discussed in Sections 3.3.2
and 3.3.3. When applicable, I present more than one way to measure certain factors.

Web browsing. I use statistics about web browsing behavior in different countries that Canali
et al. [20] extracted from data collected from a subset of Symantec customers who agree to share
their web browsing histories with Symantec. More specifically, I use the average number of unique
web pages visited (hits) and the average number of top level domains visits (tops) in a country.

Monetary resources. I measure people’s wealth in different countries using the GDP per
capita [26, 146].

Computing resources. Relevant computing resources mainly consist of Internet bandwidth
and computer speed. I use the Internet bandwidth per Internet user indicator from the International
Telecommunication Union (ITU) branch of the United Nations [67]. Measuring average computer
speed in a country is difficult. As a proxy, I use the Information and Communication Technology
(ICT) development index from the ITU [67].

Cyber-security expertise. It is difficult to directly measure cyber-security expertise of end-
users, IT administrators and hackers in a country. As proxy, I use the strength of cyber-security
scientific research, and the existence of cyber security policy and institutions. Expertise gained
in cyber security research transfers over-time to cyber security practitioners and end-users. More-
over, cyber-security institutions like CERT work on increasing cyber-security expertise through
awareness and training programs.

In order to measure the strength of cyber security research in a country, I use the number of
cyber security research papers published by authors in the country. The number of scientific papers
published is a standard bibliometric measure of expertise [105]. I collect from SCOPUS [123] all
papers published during 2002-2011 in conferences and journals that contain “security” in their title
and that belong to the engineering or computer science areas, obtaining a total of 28,400 papers.
I start from 2002 as expertise gained in research requires time to transfer to industry and to the
general public. I estimate cyber security research strength by counting the number of papers by
each country. I consider that a paper is by a certain country if at least one of the paper authors has
an affiliation in that country. The number of scientific papers published is a standard bibliometric
measure of expertise [105]

I obtain the list of countries that have cyber-security institutions by combining data from multi-
ple sources [28, 66, 86], and computing a binary variable that encodes whether countries have such
institutions.

Corruption. The World Economic Forum collects a bribes indicator [156] by sending a ques-
tionnaire to a large number of business executives about how often firms make undocumented pay-
ments or bribes connected with imports and exports, public utilities, annual tax payments, awarding
of public contracts and licenses, or obtaining favorable judicial decisions. Countries where bribes
are common score low on the bribes indicator.

Attack exposure. I use the attacks encountered per computer measure presented in Sec-
tion 3.4.2.

International relations. International relations are more naturally represented as networks. I
include international relations in the regression analysis of the number of attacks encountered and
launched by using betweenness centrality in these networks.

I collect the list of international military and non-military conflicts during the period 1992-
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2010 [24, 48]. I compute a binary country-by-country network H = [hij] that captures the existence
of a hostility between two countries i and j. In other words, hij = 1 indicates a conflict between
i and j, and hij = 0 indicates otherwise. Moreover, I collect the list of military alliances from the
Correlates of War project [40], and use that list to compute a binary alliance network A = [aij] that
encodes the existence of military alliances between countries. Finally, I use the list of extradition
treaties from the United Nations Crime and Justice Information network [151] in order to construct
a binary extradition network E = [eij].

I use data from year 2010 for the population size, the number of computers by 100 people,
GDP per capita, ICT development index and bribes indicator. When data for such year is missing,
I use data from 2009 or 2008 when available. Otherwise, I use the average indicator value among
countries with similar income level [146] (high income, upper middle income, lower middle income
and low income). For the population size, using data from a previous year is sufficient to find data
for all countries in our analysis.

3.5 Threats to Validity

The IPS WINE telemetry data set are collected from 10 million customer computers worldwide and
are very rich. However, such data also have limitations. First, the data cover attacks detected by the
Symantec IPS, but do not cover sophisticated attacks that Symantec signatures and heuristics are
unable to detect. Unfortunately, correcting for the above bias is difficult because there are no data
about variation in the prevalence of sophisticated attacks [12, 147] across countries. Moreover,
the data exclusively cover attacks that exhibit malicious network activity. Furthermore, the data
are only about attacks on Symantec home customers. There is no reason to believe that findings
from customers of other anti-virus vendors would be different, but findings from end-users that
have no anti-virus vendors protection and from corporate end-users may be different because these
end-users may have different computing behavior. Unfortunately, correcting for such bias is also
difficult. Finally, the data are 5 years old. The cyber crime landscape may have changed since then
especially with the rapid increase in smart phone penetration. I expect, however, mobile malware,
to also target developed countries because these countries have more resources.

Another limitation is that I rely on Symantec’s labeling of attacks. Researchers [6, 21, 104]
have pointed out some inconsistencies between labels of different anti-virus vendors. However, I
believe that such inconsistencies reflect the lack of unified labeling guidelines across vendors rather
than the fact that attack labeling from any particular vendor is wrong. Moreover, researchers often
use anti-virus labels as ground-truth for evaluating new approaches [8, 65, 118].

It is worth noting that endogeneity is a potential risk for regression analysis because endogeneity
can bias the regression coefficients. Endogeneity occurs when the error term in the regression is
correlated with one or more regressors. Two phenomema can cause endogeneity: omitted variable
bias and simultaneous causality. Omitted variable bias occurs when a variable that is determinant
of the independent variable and that is correlated with one or more regressors is omitted from the
regression. Simultaneous causality occurs when there is a causal link from the dependent variable
to a regressor in addition to the causal link from the regressor to the dependent variable. In this
work, there may be a simultaneous causality link between attack exposure and hosting and cyber
security research and institutions. That is, countries may have invested in cyber security research
and institutions as a response to high attack exposure or hosting. As a result, the coefficients on
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cyber security research and institutions may not be reliable. As future work, it would be interesting
to address this simultaneous causality issue using instrumental variables or fixed point models.

My strategy to prevent omitted variable bias consists of including in the regression all variables
that prior work said could be relevant ant that I could measure. However, one variable that could be
relevant, but that I could not measure is the sophistication of the computing activities performed by
users. This sophistication could increase attack exposure and is correlated with ICT, web browsing,
and cyber security research and institutions. The fact that such sophistication is omitted from
the regression likely inflates the regression coefficients on ICT, web browsing, and cyber security
research and institutions.

Similarly, when counting attack instances, I rely on IP addresses to distinguish between attacker
computers. In case many attacker computers are behind the same Network Address Translation
(NAT) router, these attacker computers will appear to a victim computer outside the NAT router as
a single computer. It is worth noting that for web attacks and fake applications, attacker comput-
ers are unlikely to be behind a NAT router. The attacker computers that deliver web attacks and
fake applications are web servers that host malicious web pages as explained in the attack catalog
paragraph in Section 3.4.1. It is unusual for multiple web servers to be behind a single NAT router
because such web servers would have the same public IP address and the same port (80 for web
traffic), and the NAT router would be unable to distinguish between traffic to the different web
servers. On the other hand, for exploits, attacker computers are not necessarily web servers and
it is possible that two attacker computers a1 and a2 are behind the same NAT router and have the
same public IP address. In case both a1 and a2 attack the same victim computer v1 using the same
attack family f , the two attack instances (a1, v, f) and (a2, v, f) will be counted as a single attack
instance because both a1 and a2 have the same public IP address. As future work, I intend to use
port number analysis to de-alias NAT traffic. A threat report also contains the port number of the
attacker computer, but I omitted discussing the port number in Section 3.4.1 in order to keep the
discussion simple in that section.

A related issue is that I only account for malicious web sites that deliver web attacks and fake
applications, and malicious computers that deliver exploits to victim computers. Other parts of the
attack distribution infrastructure are not part of the study. It is worth noting, however, that Provos
et al. [116] find that different parts of the attack distribution networks are highly localized within
international boundaries in the context of drive-by-downloads (which are relevant for web attacks
and to a less extent to fake applications). For example, 96% of hacked websites within China direct
to malicious web sites within China [116].

Finally, many explanatory factors are difficult to measure precisely. Examples of such factors
are corruption rate and computing resources. Such issue is typical in social science research. In
order to alleviate this issue, I use, when possible, indicators from respected organizations that use
well documented methodologies.

3.6 Attack Exposure

3.6.1 Descriptive Analysis

Tables 3.3 contain the list of countries that score highest on the number of attacks encountered
per computer. From the figure, we see that the highest ranking countries on exploits are mainly
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Table 3.3: Attack exposure. Top 10 countries on the number of attacks encountered per computer (log)

Country # Exploits
Moldova 28.42
India 16.22
Taiwan 15.75
Nicaragua 13.02
Latvia 12.58
Italy 10.09
Israel 9.54
Uruguay 8.23
Bosnia & H. 6.86
Georgia 6.54

Country # web attacks
Germany 1.64
S. Korea 1.64
US 1.29
UK 1.25
Netherlands 1.06
Canada 0.99
Australia 0.99
Russia 0.83
Belgium 0.81
Italy 0.79

Country # fake apps
US 0.92
UK 0.83
Canada 0.76
Australia 0.68
Ireland 0.59
New Zealand 0.56
Norway 0.46
Switzerland 0.4
Belgium 0.38
Italy 0.79

Country # all types
Moldova 28.7
India 16.56
Taiwan 15.91
Nicaragua 13.3
Latvia 13.05
Italy 11.13
Israel 10.1
Uruguay 8.41
Bosnia & H. 7.45
Georgia 7.07

countries with emerging economies, whereas the highest ranking countries on web attacks and
fake applications are mainly developed countries. Moreover, 6 countries appear among the top
10 countries on both web attacks and fake applications. These countries are the United States,
the United Kingdom, Canada, Australia, Belgium and Italy. Finally, when taking into account all
attack, I obtain a list that is very similar to the list of top countries for exploits because exploits
constitute the majority of attacks in the data (see Figure 3.2).

Figure 3.4 contains a map visualization of the number of attacks encountered per computer.
From the figure, it can be seen that no geographical region stands out as being much more exposed
to exploits. On the other hand, African countries encounter less exploits than other countries in
general. The figure also shows wide disparity in exposure to web attacks and fake applications
between developed countries and developing countries. Finally, when taking into account all attack
types, the pattern is similar to the pattern of exploits.

3.6.2 Explanatory Analysis
Table 3.4 presents summary statistics of variables used in the regression analysis of the number of
attacks encountered per computer and Table 3.4 is the correlation table of explanatory variables I
intend to use in the regression analysis. Table 3.4 reveals a very high correlation (0.92) between
GDP PC and ICT which indicates that high income countries tend to have strong IT infrastructure.
Because of this high correlation, I only keep ICT in the regression analysis.

Table 3.6 shows the regression analysis of the number of attacks encountered per computer.
The regression coefficients are standardized, allowing for a comparison of the effect of different
factors. According to the table, ICT has the highest impact with a coefficient ranging from 0.23

44



Exploits

−7.49 −5.08 −2.67 −0.266 2.14 3.35

Web attacks

−3.11 −2.31 −1.51 −0.707 0.0941

Fake applications

−4.78 −3.74 −2.7 −1.66 −0.613

All types

−2.94 −1.54 −0.139 1.26 1.96 2.66 3.36

Figure 3.4: Attacks encountered per computer. Visualization (log scale).
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Table 3.4: Attack exposure. Summary statistics of variables used in the regression.
Abbreviation Variable Mean S.D. Min Max
Exploits enc. Exploits enc. (log) -1.05 2.63 -7.49 3.35
Web atks enc. Web attacks enc. (log) -1.43 0.63 -3.11 0.49
Fake apps enc. Fake apps enc. (log) -2.68 0.90 -4.78 -0.09
All types enc. All types enc. (log) 0.10 1.25 -2.94 3.36

Bandwidth Bandwidth 30 57.66 0.10 547
ICT ICT index 3.82 2.05 0.85 8.45
GDP PC GDP per capita (log) 8.49 1.53 5.29 11.55
Web hits Web hits 1,020.52 586.86 105 5,363
Web tops Web tops 12.89 4.11 1.00 32.33
Research Security research 175.5 830.41 0 7911
Institutions Security institutions 0.36 0.48 0 1
Alliance btw Alliance btw 0 0.01 0 0.05
Hostility btw Hostility btw 0 0.002 0 0.02
Extradition btw Extradition btw 0 0.04 0 0.48
All variables are of length 184

for exploit exposure to 0.61 for web attack exposure. This indicates that an increase in ICT by
2.05 (the standard deviation of ICT according to Table 3.4) causes on average an increase in the
logarithm of the number of exploits encountered by computer by 0.23 * 2.63 (where 2.63 is the
standard deviation of the logarithm of the number of exploits encountered by computer according to
Table 3.4) and an increase in the logarithm of the number of web attacks encountered by computer
by 0.61 * 0.90 (where 0.90 is the standard deviation of the logarithm of the number of web attacks
encountered by computer according to Table 3.4). From the table, it can also be seen that regression
coefficients on cyber security research and institutions are also high, and surprisingly positive. This
is surprising given that cyber security expertise is expected to reduce attack exposure. One possible
explanation for this phenomenon is that expert users use their computers for longer time periods and
for more sophisticated tasks, and are thus more likely to encounter attacks. For example, experts
install more applications and are more likely to use the Tor network. Another possible explanation
for this is that cyber security expertise by researchers and institutions does not necessarily transfer
to home users. Furthermore, as expected, attack exposure increases with the diversity of web pages
visited (as measured with web top, the number of top level domains visited). Finally, international
relations do not have a significant impact on attack exposure. Even though state-sponsored attacks
receive extensive media coverage, such attacks are still a minority compared with cyber-crime
motivated attacks [147]. Moreover, state-sponsored attacks are typically very sophisticated and
able to escape detection by security products.

3.7 Attack Hosting

3.7.1 Descriptive Analysis

In this section, I examine international variation in the number of attacks launched per computer,
my measure of the extent to which cyber criminals host their attacking infrastructure in these coun-
tries. Tables 3.7 contain the list of countries that score highest on this measure. From the tables, it
can be seen that many Eastern European countries host very large quantities of attacks. Other coun-
tries that host large quantities of attacks are Congo, Luxembourg, Belize, Dominica, and Trinidad
and Tobago. The tables also show a large overlap in the lists of top countries across different at-
tack types. Moldova, Bosnia & Herzegovina, Ukraine, Latvia and Romania appear in all 4 lists.
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Table 3.5: Attack exposure. Correlation table of explanatory variables

Bandwidth ICT GDP Web Web Research Institutions Alliance Hostility
PC hits tops btw btw

Bandwidth
ICT 0.60***
GDP PC 0.52*** 0.92***
Web hits 0.13 0.25*** 0.24**
Web tops -0.04 0.02 0.00 0.65***
Research 0.09 0.23** 0.20** 0.10 -0.10
Institutions 0.34*** 0.56*** 0.47*** 0.14 -0.03 0.27***
Alliance btw 0.10 0.21** 0.18* 0.06 -0.06 0.46*** 0.20**
Hostility btw 0.03 0.02 0.00 0.00 -0.01 0.38*** 0.07 0.30***
Extradition btw 0.03 0.13 0.12 0.06 -0.05 0.70*** 0.12 0.58*** 0.55***
* p < 0.05, ** p < 0.01, *** p < 0.001

Moreover, Belize, Dominica and Trinidad & Tobago appear in 3 lists.
It is surprising that China is not among the top attack hosting countries given China’s bad cyber

security reputation. For example, Provos et al. [116] find that China hosts the largest number of web
servers that deliver drive-by-downloads. However, given that China has the second largest number
of computers in the world3, the fact that China has the largest number of malicious web servers
does not indicate that the computing environment in China is favorable to hosting attacks. Another
reason why China has a bad cyber security reputation is the Chinese cyber espionage activities.
More specifically, Chinese hackers, some of whom are affiliated with the Chinese government, are
often suspected of launching sophisticated attacks on Western governments and industries to steal
intellectual property. In this work, I examine the extent to which a country hosts cyber criminal
computing infrastructure, and not to which a country hosts hackers.

Figure 3.5 presents a map visualization of the number of attacks launched per computer. From
the figure, it can be seen that Eastern Europe tends to host the highest quantities of exploits, while
Africa tends to host the smallest quantities of exploits. Other regions are somewhere in between
Africa and Eastern Europe. When examining web attack and fake application hosting, the figures
also show that Eastern European countries also host the highest quantities of these attacks. Other
countries that host large quantities of web attacks and fake applications tend to be in Western
Europe and North America. The figures also indicate that Africa hosts very small quantities of web
attacks and fake applications. This is surprising given the scam reputation of African countries
such as Nigeria and Ghana [17, 134]. The reason behind this surprising finding is that in this
paper we study a different phenomenon than scams. Scams such as the 419 email scam involve
people sending scam messages through email, social media or dating websites. In this paper we
examine the likelihood that computers in a country are used to host and deliver web attacks, fake
applications, and exploits. We do not examine the likelihood that people in a certain country send
crafted scam messages.

3.7.2 Explanatory Analysis
Table 3.4 presents summary statistics of the variables to be used in the regression analysis of the
number of attacks launched per computer and Table 3.5 is the correlation table between the ex-

3I estimate the total number of computers in different countries based on estimates of the number of computers by
100 people [145] and estimates of the population sizes [146].
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Exploits

−15.3 −13.1 −10.9 −8.67 −6.44

Web attacks

−20.3 −16.8 −13.4 −9.95 −6.5

Fake applications

−18.5 −15.3 −12.1 −8.9 −5.69

All types

−15.3 −12.8 −10.2 −7.67 −5.11

Figure 3.5: Attack hosting. Visualization of the number of attacks launched per computer (log scale).
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planatory variables to be used in the regression analysis.
Table 3.10 presents the results of the regression analysis on the number of attacks launched per

computer, my measure of attack hosting. The regression coefficients are standarized, allowing for a
comparison of the effect of different factors. For example, when considering exposure to exploits,
the fact that ICT’s regression coefficient (1.2) is almost the double of the all attack types enc’s
regression coefficient (0.69) indicates that ICT has about double the effect of all attack types enc
on exploit exposure.

Table 3.10 reveals that ICT and ICT x bribes are the factors with the strongest effect. The
strong effect of ICT indicates that attackers prefer hosting attacks in countries with good computing
infrastructure because these countries have fast computers with good Internet connection available
at a cheap price. These cheap prices allow cyber criminals to maximize their profit margins. The
strong effect of ICT x bribes indicates that a combination of widespread corruption and a good
computing infrastructure is very favorable to hosting attack infrastructure4. Widespread corruption
facilitates using computing infrastructure towards criminal ends. Even if such infrastructure is
used to aggressively launch attacks, corrupt law officials and ISPs are likely to turn a blind eye
on the situation. It is worth noting that, according to the table, corruption alone does not increase
attack hosting. In the absence of a good computing infrastructure, the ability to conduct crime with
impunity is not attractive to cyber criminals. As expected, attack exposure increases attack hosting.
As computers encounter more attacks, these computers are more likely to become compromised
and start launching attacks. Surprisingly, statistically significant regression coefficients on cyber
security institutions and research are positive. This indicates that countries that have cyber security
expertise are more likely to be used to host attacks. One possible explanation for this observation is
that a certain number of hackers host their cyber attack infrastructure in their countries of residence
because these hackers do not see the need to operate in foreign countries given that they can operate
in their own countries where they have connections. Finally, international relations do not have a
significant effect on attack hosting.

3.8 Attack Network

3.8.1 Descriptive Analysis
Tables 3.11 contain a regional aggregation of the cyber-attack networks. Table 3.11a reveals that
exploits have a high tendency to propagate to geographically nearby countries. The table also
reveals that E. Eur launches a large number of exploits on all regions, and that E. Eur and W. Eur.+
encounter a large number of exploits from all regions. From Tables 3.11b and 3.11c, it can be seen
that E. Eur and W. Eur.+ launch large quantities of web attacks and fake applications primarily on
W. Eur.+, but also on other regions. There is also a small tendency for intra-region propagation
of web attacks and fake applications. Finally, the regional network of all attack types given in
Table 3.11d is very similar to the regional network of exploits because exploits are the majority of
attacks in the data (viz. Figure 3.2).

I now examine visualizations of the strongest edges in the attack networks in Figure 3.6. Such
visualizations are less complex than visualizations of the entire attack networks. In order to be able

4The coefficient on ICT x bribes is negative because the bribes index is such that countries with widespread corrup-
tion have a small bribes index
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to meaningfully compare the 4 networks, we ensure that all visualized networks have density 0.003
where density is the ratio of edges present in the network to all possible edges in the network. In
Figure 3.6a, one can see an Eastern European cluster, an African cluster and a small Latin American
cluster confirming our previous observation that exploits tend to propagate to geographically nearby
countries. Figures 3.6b and 3.6c show that the majority of edges are from Eastern European and
Latin American countries to rich countries primarily in Western Europe. Finally, when taking into
account all attack types in Figure 3.6d, we see patterns from the 3 previous networks.

3.8.2 Explanatory Analysis

Table 3.12 presents network level measures of the networks used in the explanatory analysis of
the cyber attack networks. I only use attributes of victim countries and attacker countries that
were significant in Sections 3.6.2 and 3.7.2 respectively5. A component is a maximal set of nodes
that are connected. In the table, I distinguish between components that contain at least 2 nodes
and isolates (a single node disconnected from the rest of the network). Density is the ratio of of
the number of existing edges to the number of all possible edges in as explained previously. The
clustering coefficient measures the extent to which a node’s neighbors are themselves neighbors.
From Table 3.12, one can see that the 4 cyber attack networks have different density, most probably
due to the difference in the number of attack instances belonging to different types as depicted in
Figure 3.2. The attribute networks ICT att, bribes att, institutions att, ICT vic, institutions vic have
1 component, and density and clustering coefficient equal to 1 because of the way these networks
are computed. The regional network consists of 5 components corresponding to the 5 geographical
regions (Africa, Asia-Pc, E. Eur, Lat. Am. and W. Eur+). Finally, the network level measures
of the international networks reflect the characteristics of international relations. For example, the
clustering coefficient of the hostility network is very small because countries that have a common
enemy tend to be friends, not enemies.

Table 3.13 contains the results of the MrQAP regression on the cyber attack networks. One
can see that attributes of attackers and victims have a similar effect to the effect discussed in Sec-
tions 3.6.2 and 3.7.2. For example, resources have a positive impact on the number of attacks
encountered and launched. Similarly, a combination of good computing resources and high lev-
els of corruption increases the number of attacks launched. From the table, one can also see that
attacks tend to propagate to geographically nearby regions, which is consistent with Tables 3.11.
Finally, international relations have a very small effect that is not necessarily in the expected direc-
tion. Hostility has a positive effect as expected. However, extradition and alliance networks also
have a positive effect contrary to what is expected.

5I compute the attribute network for the attacker by repeating that attribute column. For example, assume I have 3

countries with ICT indices (3, 8, 6), the ICT attacker network is

3 3 3
8 8 8
6 6 6

. A value in the matrix is the ICT index of the

country on the row i.e. the attacker country. Similarly, I compute the attribute network for the victim by repeating the

attribute row. The ICT victim network is then

3 8 6
3 8 6
3 8 6

.
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(a) Exploits

(b) Web attacks

(c) Fake applications

(d) All types

Figure 3.6: Visualization of the strongest edges in the cyber attack networks.
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Figure 3.7: Prediction of attack hosting in different countries.

3.8.3 Predictive Analysis
In this section, I am interested in predicting countries’ attack hosting in the near future based on
the Friedkin model and the total attack network.

The Friedkin model is a recursive linear model that predicts change in attitudes of actors
(such as people or countries) over time. The Friedkin equation model is y(t) = AWy(t−1) +

(I − A)y(1), t = 2, 3, .., where y(t) = [y
(t)
i ] is a N ∗ 1 vector of actors’ attitudes at time t and

A = diag(a11, .., aii, .., aNN), 0 ≤ aii ≤ 1 is a N ∗N diagonal matrix of actors’ susceptibility to ex-
ternal influence. W = [wij], (0 ≤ wij ≤ 1,

∑N
j=1wij = 1) is a N∗N matrix of inter-actor influence.

More specifically, wij is j’s influence on i. The general formulation of the Friedkin model stipu-
lates that W = AC+I−A where C = [cij], (cii = 0, 0 ≤ cij ≤ 1,

∑N
j=1 cij = 1) is a N ∗N matrix

of relative inter-actor influence and I is the identify matrix. Finally, y(1) = [y
(1)
i ], 0 ≤ y

(1)
i ≤ 1 is a

N ∗ 1 vector of the actors’ initial attitudes.
I set A = [aii] based on countries’ GDP because countries’ susceptibility to international influ-

ence is known to decrease with their GDP [56, 93]. More specifically, I set aii = 0.4+0.6bii where
bii = 1− log(GDPi)/log(max(GDP )). bii is such that 0 ≤ bii ≤ 1 and bii is smaller for countries
with large GDP. I set C as the all types attack network after dividing each row by the sum of that
row. I then set W as W = AC + I − A. Finally, I set y1 as the vector of the number of all attack
types launched by computer in each country after dividing that vector by the maximum value of
that vector.

I run the Friedkin model until equilibrium obtaining the scores in Figure 3.7. According to
the Figure, Eastern Europe and Latin America will continue to be the main region hosting attacks.
Other countries predicted to host considerate quantities of attacks are Luxembourg, Democratic
Republic of Congo, Taiwan, Israel, and India.

3.9 Future Work
As future work, I intend to explore other measures such as the median of the number of attacks, and
the percentage of computers that encounter or launch attacks in a country. I also intend to perform
a longitudinal analysis. Another future work direction is to improve the regression analysis. For
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example, it would be interesting to collect and include data about other potential explanatory factors
such as the categories of visited web sites and the number of applications installed. It would also be
interesting to use techniques such as Akaike Information Criterion (AIC) or Bayesian Information
Criterion (BIC) to select regression models. Moreover, it would be interesting to perform lower
granularity analyses such as studying attack exposure and hosting at the Internet Service Provide
level. Finally, case studies about cyber security practices in countries that excessively host attacks
in order to gain an in-depth understanding of problematic practices in these countries.

3.10 Conclusion

In this chapter, I empirically investigate how attack exposure and hosting vary across countries and
statistically test the validity of expert opinions about factors behind such international variation.
Such analysis allows policy actions aiming at reducing international attack encounters and hosting
to rely on scientific empirical evidence instead of simply relying on expert opinions.

I use the Symantec IPS telemetry data collected from more than 10 million Symantec customer
computers worldwide, and test for the relevance of factors such as computing and monetary re-
sources, cyber security expertise, corruption, and international relations. I find that abundant com-
puting and monetary resources are the main reason why some countries encounter more attacks.
Criminals are interested in taking advantage of these resources in order to generate large monetary
profits. This finding is an unfortunate side effect of the global nature of the Internet where criminals
can target rich people worldwide, unconstrained by international boundaries and geographical dis-
tance. I recommend that developed countries make higher investments in cyber security defenses
in order to increase the cost of successfully attacking them. As this cost increases, the profitability
of attacking such countries will decrease and attackers’ interest may shift to other places.

Moreover, my analysis reveals that many Eastern European countries (such as Moldova, Bosnia
& Herzegovina, Ukraine, Latvia and Romania) host disproportionate quantities of attacks. These
countries are attractive for hosting these attacks because of a combination of reasonable computing
resources and widespread corruption. Widespread corruption facilitates conducting cyber-criminal
activities through the complicity of law officials and ISPs. In order to illustrate how corruption
facilitates cyber crime, it is worth mentioning the Russian Business Network (RBN), a malicious
ISP that hosted a major portion of cyber crime worldwide [14]. Part of the reason why the RBN
was able to carry out cyber criminal operations of that magnitude was that the RBN’s owner and
operator was the nephew of a prominent Russian politician [120]. After the RBN was exposed and
made headlines in late 2007, the RBN ceased its operations in St. Petersburg, but quickly resumed
its operations in other places [137].

Implications of the finding that a combination of good computing infrastructure and widespread
facilitates cyber crime in Eastern Europe is that traditional approaches to cyber security are likely to
be ineffective in Eastern Europe. For example, designing more secure systems and providing cyber
security training are likely to be of little help. These countries have the technical ability to reduce
the likelihood that their systems are used to host attacks, but corrupt ISPs and law officials in these
countries turn a blind eye to the problem. Similarly, the legislative route of increasing cyber crime
penalties suggested in the United States [106] and the European Union [34] are also unlikely to be
effective in Eastern Europe. Corruption greatly reduces the effectiveness of penalties because cor-
ruption reduces the likelihood that criminals are caught and prosecuted [9, 29, 80, 94]. Even worst,
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when corruption is widespread increasing penalities may result in higher crime rate [9, 29, 80, 94].
When fines are increased, corrupted law officials can obtain higher bribes from criminals and there-
fore have incentive to pamper crime [94]. Moreover, criminals have incentive to extend corruption
rings which causes a decrease in the expected penalty of conducting crime and thus an increase in
crime rate [80]. When corruption is widespread, effectively reducing crime requires first identifying
and cracking down on corrupt individuals and institutions that support crime [9, 29, 80, 94]. For
example, when the RBN was exposed in 2007, local authorities should have arrested the individuals
that run these networks and law officials that permitted such activities. Local authorities in these
countries may perceive little incentive to act because attacks they host affect users elsewhere. How-
ever, through the use of soft power [108], these countries should realize that they have incentive to
collaborate because their practices are likely to have a deplorable effect on their local populations
in the long term. Entire blocs of IP addresses from these countries may become blocked and honest
users may become disconnected from parts of the Internet. This has happened to West African
users because of the extensive scam activities originating from this part of the world [17]. While
waiting for policy actions to take effect, I suggest that intrusion prevention systems should take into
account the country where network traffic appears to be from when deciding whether the traffic is
malicious. Network traffic from countries that host disproportionate quantities should be treated as
more suspicious, but not necessarily always malicious.

I also find that many countries in Western Europe and North American host large quantities of
attacks. Cyber criminals are interested in hosting attacks in these countries because, as long as such
hosting remains undetected, these criminals can enjoy a high quality service at a cheap price, thus
maximizing their profit margins. I suggest that honest hosting services that offer internationally
competitive services and pricing should be extremely careful about the fact that their platforms
could be used to host attacks.

54



Table 3.6: Attack exposure. Regression analysis. Regression coefficients are standardized.

Exploits enc. Web atks enc. Fake apps enc. All types enc.

Computing & Monetary resources
Bandwidth -0.074 -0.033 0.085 -0.060

(0.083) (0.064) (0.070) (0.077)
ICT 0.23∗∗ 0.61∗∗∗ 0.60∗∗∗ 0.40∗∗∗

(0.097) (0.074) (0.082) (0.090)

Web browsing
Web hits -0.19∗∗ -0.10 -0.071 -0.19∗∗

(0.091) (0.070) (0.077) (0.085)
Web top 0.24∗∗∗ 0.13∗ 0.003 0.20∗∗

(0.090) (0.069) (0.076) (0.083)

Cyber security research and institutions
Research 0.038 0.15∗∗ -0.074 0.036

(0.096) (0.074) (0.081) (0.089)
Institutions 0.36∗∗∗ 0.13∗∗ -0.030 0.31∗∗∗

(0.081) (0.062) (0.069) (0.075)

International relations
Alliance btw 0.024 0.15∗∗ 0.15∗∗ 0.038

(0.082) (0.063) (0.069) (0.076)
Hostility btw -0.059 0.023 0.033 -0.064

(0.079) (0.061) (0.067) (0.073)
Extradition btw -0.016 -0.073 0.097 -0.001

(0.11) (0.084) (0.093) (0.10)
F-Statistics testing coefficients (p-value)
Resources 0.21 < 0.001 < 0.001 < 0.001
Web browsing 0.08 0.18 0.43 0.23
Research & institutions < 0.001 0.004 0.56 < 0.001
International relations 0.60 0.17 0.007 0.16

N 184 184 184 184
R2 0.25 0.56 0.47 0.36

Standard errors in parentheses
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 3.7: Attacks hosting. Top countries on the number of attacks launched per computer (log)

Country # Exploits
Belarus 4.85
Moldova 2.88
Georgia 2.68
Bulgaria 2.52
Bosnia & H. 1.96
Ukraine 1.96
Latvia 1.56
Congo 1.49
Hungary 1.42
Romania 1.39

Country # Web attacks
Belize 8.41
Dominica 3.76
Moldova 2.97
Ukraine 1.99
Latvia 1.57
Trinidad & T. 1.33
Lithuania 0.92
Bosnia & H. 0.75
Romania 0.74
Russia 0.52

Country # Fake apps
Dominica 13.82
Trinidad & T. 5.27
Latvia 2.31
Bosnia & H. 1.01
Moldova 0.81
Luxembourg 0.76
Panama 0.67
Belize 0.55
Romania 0.50
Ukraine 0.35

Country # all types
Dominica 21.66
Belize 9.08
Trinidad & T. 7.29
Moldova 6.75
Latvia 5.63
Belarus 4.91
Ukraine 4.06
Bosnia & H. 3.77
Georgia 2.72
Romania 2.67

Table 3.8: Attack hosting. Summary statistics of variables used in the regression.
Abbreviation Variable Mean S.D. Min Max
Exploits lau. Exploits lau. (log) -9.39 1.86 -15.35 -5.33
Web atks lau. Web attacks lau. (log) -14.35 4.13 -20.28 -4.78
Fake apps lau. Fake apps lau. (log) -15.25 3.61 -18.54 -4.08
All types lau. All types lau. (log) -9.12 2 -15.35 -3.83

Bandwidth Bandwidth 30 57.66 0.10 547
ICT ICT index 3.82 2.05 0.85 8.45
Bribes Bribes 4.10 1.11 2.50 6.70
Research Security research 175.5 830.41 0 7911
All types enc. All types enc. (log) 0.10 1.25 -2.94 3.36
Institutions Security institutions 0.36 0.48 0 1
Alliance Betweenness alliance 0 0.01 0 0.05
Hostility Betweenness hostility 0 0.002 0 0.02
Extradition Betweenness extradition 0 0.04 0 0.48
All variables are of length 184

Table 3.9: Attack hosting. Correlation Table of explanatory variables used in the regression
Bandwidth ICT Bribes Research Institutions All types Alliance Hostility

enc.
Bandwidth
ICT 0.60***
Bribes 0.57*** 0.79***
Research 0.09 0.23** 0.17*
Institutions 0.34*** 0.56*** 0.39*** 0.27***
All types enc. 0.26*** 0.51*** 0.32*** 0.16* 0.50***
Alliance 0.10 0.21** 0.11 0.46*** 0.20** 0.15*
Hostility 0.03 0.02 -0.02 0.38*** 0.07 -0.01 0.30***
Extradition 0.03 0.13 0.08 0.70*** 0.12 0.08 0.58*** 0.55***
* p < 0.05, ** p < 0.01, *** p < 0.001
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Table 3.10: Attack hosting. Regression analysis. Regression coefficients are standarized.

Exploits lau. Web atks lau. Fake apps lau. All types lau.

Computing resources
Bandwidth -0.13 0.73 1.1 0.0083

(0.36) (0.41) (0.55) (0.36)
ICT 1.2∗∗∗ 1.07∗∗∗ 0.63∗ 1.3∗∗∗

(0.24) (0.27) (0.31) (0.28)

Corruption
Bribes 0.33∗ 0.098 0.014 0.25

(0.13) (0.15) (0.14) (0.13)

Computing resources x Corruption
BWxBribes 0.17 -0.57 -0.89 0.063

(0.36) (0.42) (0.54) (0.36)
ICTxBribes -1.48∗∗∗ -0.93∗ -0.37 -1.35∗∗∗

(0.30) (0.37) (0.39) (0.35)

Cyber security research & institutions
Research -0.067 0.093∗∗ 0.081∗∗ -0.028

(0.036) (0.029) (0.028) (0.041)
Institutions -0.014 0.16∗ 0.092 -0.032

(0.051) (0.065) (0.076) (0.053)

Attack exposure
All attack types enc. 0.69∗∗∗ 0.28∗∗∗ 0.23∗∗∗ 0.61∗∗∗

(0.060) (0.054) (0.063) (0.058)

International relations
Alliance btw -0.031 0.0054 0.042 -0.037∗

(0.016) (0.023) (0.032) (0.015)
Hostility btw -0.029 -0.014 -0.059 -0.045

(0.035) (0.074) (0.035) (0.034)
Extradition btw 0.0048 -0.046 0.0073 0.032

(0.033) (0.043) (0.030) (0.033)
F-Statistics testing coefficients (p-value)
Resources <.001 <.001 <.001 <.001
Resources x Corruption <.001 .002 .034 <.001
Expertise .151 <.001 .001 .612
International relations .21 .107 .19 .069

N 184 184 184 184
R2 0.65 0.57 0.49 0.61

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table 3.11: Regional aggregation of cyber attack networks. The edge weight from region A to region B
represents the average number (log scale) of attacks from a computer in A on a WINE computer in B

(a) Exploits

Africa Asia-Pc. E. Eur. Lat. Am. W. Eur.+
Africa -21.96 -26.32 -25.96 -26.89 -26.35
Asia-Pc. -26.85 -22.94 -25.29 -26.25 -25.73
E. Eur. -24.74 -23.57 -21.32 -24.17 -23.27
Lat. Am. -26 -25.18 -25.05 -22.58 -24.88
W. Eur.+ -27.11 -25.99 -25.03 -26.58 -24.75

Color key
-28 -26.8 -25.7 -24.5 -23.3 -22.2

(b) Web attacks

Africa Asia-Pc. E. Eur. Lat. Am. W. Eur.+
Africa -27.21 -31.21 -31.4 -31.71 -30.39
Asia-Pc. -29.43 -26.11 -28.65 -29.82 -26.36
E. Eur. -25.46 -25.69 -23.77 -25.29 -23.49
Lat. Am. -29.18 -29.73 -27.77 -26.26 -27.12
W. Eur.+ -26.69 -26.78 -26.13 -26.6 -25.21

Color key
-32 -30.5 -29 -27.5 -26 -24.5

(c) Fake apps

Africa Asia-Pc. E. Eur. Lat. Am. W. Eur.+
Africa -28.6 -33.03 -32.6 -31.86 -31.44
Asia-Pc. -31.35 -29.47 -31.32 -31.37 -28.3
E. Eur. -27.28 -27.41 -26.77 -27.11 -24.53
Lat. Am. -30.45 -30.37 -29.87 -29.17 -26.61
W. Eur.+ -27.87 -27.93 -27.04 -27.89 -25.36

Color key
-34 -32.3 -30.7 -29 -27.3 -25.7

(d) All types

Africa Asia-Pc. E. Eur. Lat. Am. W. Eur.+
Africa -21.95 -26.3 -25.95 -26.87 -26.27
Asia-Pc. -26.75 -22.88 -25.25 -26.21 -25.24
E. Eur. -24.28 -23.44 -21.23 -23.84 -22.52
Lat. Am. -25.94 -25.16 -24.97 -22.55 -24.62
W. Eur.+ -25.93 -25.45 -24.62 -25.72 -23.93

-27 -26 -25 -24 -23 -22
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Table 3.12: Cyber attack networks. Network Level Measures of Networks used in the MrQAP regression

Abbreviation Network Size Components Isolates Density Cluster. coef.
(2+ nodes) (1 node)

Exploits Exploits (log) 184 1 0 0.39 0.77
Web atks Web attacks (log) 184 1 0 0.21 0.75
Fake apps Fake apps (log) 184 1 16 0.13 0.71
All types All types (log) 184 1 0 0.43 0.79

ICT att ICT attacker 184 1 0 1 1
Bribes att Bribes attacker 184 1 0 1 1
Institutions att Institutions attacker 184 1 0 0.36 0.77
ICT vic ICT victim 184 1 0 1 1
Institutions vic Institutions vic 184 1 0 0.36 0.77
Regional Regional membership 184 5 0 0.21 1
Hostility Hostility 184 9 133 0.003 0.011
Extradition Extradition 184 1 40 0.045 0.67
Alliance Alliance 184 6 61 0.074 0.54

Table 3.13: MrQAP regression on cyber attack networks. Coefficients are standardized.

Exploit Web atks Fake apps All types
Attributes of attackers and victims
ICT att 0.63*** 0.57 *** 0.43* 0.05
Bribes att 0.13 0.18*** 0.01 -0.10
ICT x Bribes att -0.65*** -0.69*** -0.34 0.11
Institution att 0.21*** 0.15*** 0.17*** 0.10
ICT vic 0.191*** 0.19*** 0.07* 0.03
Institution vic 0.23*** 0.26*** 0.05* 0.02

Interaction between attributes of attackers and victims
ICT att x ICT vic 0.22*** 0.18*** 0.20*** 0.29***
ICT att x Institution vic 0.05*** 0.12*** 0.16*** 0.13***
Bribes att x ICT vic -0.19*** -0.18*** -0.14*** -0.16***
Bribes att x Institution vic -0.04 -0.10*** -0.11*** -0.07***
Institution att x ICT vic -0.004 0.02 0.09*** 0.05***
Institution att x Institution vic -0.01 0.02*** 0.05*** 0.03***

Geographical proximity
Regional 0.06*** 0.07*** -0.01 -0.04***

International relations
Hostility 0.03*** 0.03*** 0.03*** 0.02
Extradition 0.04* 0.04* 0.11*** 0.11***
Alliance 0.07*** 0.06*** 0.05*** 0.05***
N 184 184 184 184
R2 0.32 0.29 0.34 0.23
* p < 0.05, ** p < 0.01, *** p < 0.001
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Chapter 4 Cyber Weapon Capabilities
Research questions: How to systematically identify countries that could pose a cyber weapon

threat?

4.1 Introduction

Recent years have witnessed many state-sponsored cyber-attacks. For example, Stuxnet is a worm
that the American and Israeli governments allegedly launched on the Iranian nuclear program in
2010 in order to halt that program [22, 122]. In 2007, Russia launched massive Denial of Ser-
vice attacks that crippled websites of banks, the parliament, ministers, and news outlets [22] in
Estonia. The Estonian attack followed the relocation of the “Bronze Soldier of Tallinn” statue, a
symbol of the Soviet era. State-sponsored attacks are usually much more sophisticated than com-
mon malware [30, 84] and typically have political motivations instead of monetary motivations.
Besides countries suspected of launching state-sponsored attacks, many countries have formally
announced intent to develop cyber-warfare capabilities and included cyber warfare troops in their
military institutions [87].

In a world where state-sponsored attacks are common and where many countries develop cyber
warfare capabilities, it is important to assess countries’ cyber warfare capabilities. Such assessment
can help a country know where it stands compared to other countries. Such assessment can also help
narrow down the list of actors capable of launching highly sophisticated attacks and thus help to-
wards attributing future sophisticated attacks. Despite the importance of assessing countries’ cyber
warfare capabilities, such assessment is currently mainly done through case studies [16, 58, 63, 92].
Case studies provide a detailed picture of capabilities of one or a few countries. However, case
studies require substantial country-specific expertise and effort. As a result, case studies typically
focus on a small number of “obvious” countries and may thus miss less obvious countries that may
develop capabilities “off-the-radar”.

In this chapter, I develop a computational methodology [53] that assesses countries’ cyber war-
fare capabilities. My methodology examines all countries in the world and can be used by non
experts. I first identify factors that motivate countries to develop cyber warfare capabilities by sta-
tistically testing alternative hypotheses against historical data. Then, I incorporate the motivational
factors identified by that hypothesis testing into the Friedkin socio-cultural model [55], an iterative
model developed to capture people’s change in opinion, but also used to predict many of the Euro-
pean Union decisions [46]. I populate the model using publicly available data about international
relations and the list of countries that have included cyber warfare troops in their military. I run the
model until equilibrium, obtaining an assessment of countries’ motivations for these capabilities.
I obtain an assessment of countries’ cyber warfare latent abilities by examining countries’ cyber
security research, cyber security institutions, and general IT preparedness. I find that countries
with the strongest cyber warfare capabilities are the United States, China, Israel, Russia, South
Korea, Russia, Germany, France, the United Kingdom, and Australia. Other countries with strong
capabilities are Canada, Italy, Denmark, Netherlands, Norway, Poland, and Japan.
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It is worth noting that I am not interested in predicting which countries will engage in cyber war
or how countries will use these capabilities. Countries may use such capabilities to cripple other
countries’ IT infrastructure, to access secret information about their opponents, or in a joint cyber
physical attack. Countries will probably decide how to use such capabilities depending on their
political goals and on who their political opponents are.

The remainder of this chapter is organized as follows. I provide background in Section 4.2
and test hypotheses about factors that motivate countries to develop cyber warfare capabilities in
Section 4.3. I assess countries’ motivations for cyber warfare capabilities in Section 4.4 and assess
countries’ latent abilities in Section 4.5. I present the results of the joint motivation and latent
abilities assessment in Section 4.6. I discuss limitations and future work in Section 4.7 before
concluding in Section 4.8.

4.2 Background

Cyber attacks vary greatly in sophistication. The simplest attacks require simply downloading
attack tools from the Internet and using them. More sophisticated ones require building new mal-
ware, distributing malware, and managing infected machines. The most sophisticated attacks such
as Stuxnet typically involve zero-day attacks and advanced knowledge of enemies’ systems. In this
work, I am interested in assessing countries capabilities to launch very sophisticated attacks.

4.2.1 Motivational Factors
The main factor discussed in the literature about why countries develop cyber warfare capabilities
is the concern about the rise, sophistication, and impact of cyber attacks [32]. The literature also
contains extensive discussion about the fact that cyber deterrence via retaliation is difficult [51,
89, 109] because of the attribution problem. Beyond these two discussions, I could not find in
the literature a list of factors that motivate countries to develop cyber warfare capabilities. For this
reason, I will present proliferation hypotheses from the nuclear proliferation theory and explain how
those hypotheses may apply to cyber proliferation theory. I do not assume that these hypotheses
apply to proliferation of cyber warfare capabilities. In Section 4.3, I will statistically test whether
these hypotheses hold in the context of cyber warfare capabilities. I choose to draw hypotheses
from the nuclear proliferation theory because nuclear proliferation theory is often used as a starting
point to think about cyber warfare [33, 47, 89, 109, 113, 124]. For example, Nye [109] explains
that despite major differences between cyber attacks and nuclear weapons, nuclear lessons can
be used by governments and private actors to comprehend and address cyber space. Below, I
give hypotheses about factors that motivate countries to develop cyber warfare capabilities. I will
statistically test these hypotheses in Section 4.3.

In-kind deterrence. A country that has a nuclear enemy has a great incentive to acquire nuclear
weapons in order to fill the security deficit [121, 155]. The hypothesis I derive in the context of
cyber warfare capabilities is that a country that has cyber warfare capabilities may have an incentive
to acquire cyber warfare capabilities in order to fill the security deficit.

Ally reassurance. A country is desicentivized from acquiring nuclear weapons if the country has
a nuclear ally that promises retaliation in case the country is attacked [11, 44, 143]. A similar hy-
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pothesis in the context of cyber warfare capabilities is having an cyber weapon ally is a disincentive
against developing cyber weapons.

Ally assistance. There are multiple instances where countries provided nuclear assistance to their
allies so that these allies could develop their own nuclear weapons [79]. The hypothesis I derive
in the context of cyber warfare capabilities is that having an ally with cyber warfare capabilities
increases the likelihood that a country seeks cyber warfare capabilities.

Latent abilities. Countries that have nuclear latent ability such as nuclear engineers and Uranium
deposits are more likely to develop nuclear weapons [69]. A similar hypothesis for cyber warfare
is that a country that has cyber latent ability is more likely to develop cyber warfare capabilities.

High potential losses to cyber attacks. This hypothesis says that countries that have more to
lose to cyber attacks may be more interested in developing cyber warfare capabilities. Countries
may have more to lose to cyber attacks if these countries produce significant intellectual property
or if these countries have substantial cyber critical infrastructure. This hypothesis is not derived
from nuclear proliferation theory, but from the observation that countries often list concerns about
intellectual property theft and worries about critical infrastructure when motivating the need to
develop cyber warfare capabilities [32].

4.2.2 Latent Ability
Contrary to nuclear weapons, building cyber warfare capability does not require raw material such
as Uranium deposits or major infrastructure such as nuclear centrifuges. Building cyber warfare
capability mainly requires a team of highly skilled cyber security experts. A country can identify
cyber security experts among cyber security researchers, cyber security practitioners or hackers.
Such experts will probably receive additional training.

Cyber security researchers usually publish scientific papers in conferences and journals, unless
these researchers work on classified projects in industry or within the government. Cyber secu-
rity practitioners may, for example, work within cyber security organizations such as Computer
Emergency Readiness Teams (CERTs) or work as security officers within large corporations. Un-
fortunately, hackers typically work in the underground world and their country of residence or
origin is difficult to track in publicly-available data. It is worth noting, however, that hackers are
more likely to be found in countries with high general computing expertise.

4.3 Hypothesis Testing about Motivational Factors
In this section, I test hypotheses presented in Section 4.2.1. I use survival analysis, an statistical
analysis that handles over-time data. Survival analysis models the time duration until an event
occurs. For example, survival analysis can be used to model the number of years until patients die
after getting a certain disease. Survival analysis appropriately captures the case where observations
are censored. The observation about a certain patient is censored if, for example, the experiment
ends while the patient is still alive.

Survival analysis was initially developed to model how long individuals survive, but is often
used in other contexts such as modeling the proliferation of weapons of mass destruction [64]. In
this work, I use survival analysis to model the time until countries start developing cyber warfare
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capabilities. In other words, the dependent variable is the time until a country starts developing
cyber warfare capabilities, and the independent variables are whether the country has an enemy
that has such capability, whether the country has an ally that has such capability, the country’s
cyber capability, and the country’s intellectual property.

In testing hypotheses about factors behind cyber weapon proliferation, I focus on the time
period after year 2000. This is because international attitudes towards cyber warfare have dramati-
cally evolved over time. In the 1990s, cyber warfare was a theoretical concept [125]. The situation
changed in the 2000s, especially after state sponsored attacks such as the Estonian attack in 2007,
the Georgia attack in 2008, and Stuxnet in 2010 [125]. Since, in this work, I am interested in
identifying factors that currently motivate countries to motivate to seek cyber warfare capabilities,
I will examine the time period starting from 2000 when testing hypotheses. In order to examine
the robustness of my finding, I will also examine the results when using 2005 and 2007 as starting
points.

I present the data I use to test hypotheses in Section 4.3.1 and the results of my hypothesis
testing in Section 4.3.2.

4.3.1 Data

Proliferation Timeline. Table 4.1 contains the year when countries started developing cyber war-
fare capabilities. I assume that a country starts developing cyber warfare capabilities when the
country includes cyber warfare troops in its military or announces plans and budget to build cyber
warfare capabilities. In this work, I mainly focus on the ability to develop and defend against mali-
cious software. I do not consider the ability to launch information warfare i.e. propaganda as cyber
warfare capability. Similarly, I do not consider the ability to develop or crack cryptographic algo-
rithms as cyber warfare capability. For this reason, I do not consider that France and the United
Kingdom worked on developing cyber warfare capabilities when they were working on crypto-
graphic algorithms during World War II. Finally, it is worth noting that the timeline in Table 4.1
may contain errors because that timeline is only collected from publicly-available sources.

International Alliances. I use the alliance data from the Correlates of War project [36, 57, 131,
132]. The alliance data include defense pact treaties, entente agreements, non-aggression treaties,
and neutrality pacts. Defense pact treaties commit countries to intervene military in case of an
attack on any treaty member. Entente agreements pledge consultation in case of a crisis. In a
non-aggression and neutrality treaties, countries commit to remaining neutral in case a treaty co-
signatory is attacked. For each treaty, the data contain the lists of countries that signed the treaty
and the years when the treaty was in force.

International Hostilities. I use the list of inter-state military disputes from the International Cri-
sis Behavior (ICB) project [25]. For each dispute, the data contain the list of countries involved and
the years when the dispute was active.

Latent Abilities. I use the number of Internet users per 100 people [67] as a measure of countries’
cyber latent abilities. Such measure has been collected since early days of the Internet and is thus
useful when testing hypotheses against historical data.
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Table 4.1: Cyber Warfare Proliferation Timeline

Country Year
United States 1990s [74]
Russia 1990s [13]
Israel 1990s [119]
China 1990s [13, 63]
N. Korea 1990s [13]
India 1990s [13, 87]
Iran 1990s [13]
Greece 1990s [32]
S. Korea 2001 [13]
Germany 2006 [88]
Malaysia 2007 [87]
Argentina 2008 [112]
Estonia 2008 [22, 32, 87, 119]
Poland 2008 [87]
Australia 2009 [22, 87, 119]
Denmark 2009 [87]
Austria 2009 [87]
Colombia 2009 [87]
France 2009 [22, 32, 87]
Burma 2009 [87]
United Kingdom 2009 [87]
Canada 2010 [22, 119]
Brazil 2010 [22]
Georgia 2010 [87]
Italy 2010 [119]
Norway 2010 [87]
Albania 2010 [87]
Turkey 2010 [32, 87]
Switzerland 2010 [87]
Netherlands 2011 [87]
Belarus 2011 [87]
Finland 2011 [32, 87]
Kazakhstan 2011 [87]
Spain 2014 [32]
Croatia 2004 [32]
Hungary 2014 [32]
Slovakia 2014 [32]
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Table 4.2: Results of hypothesis testing about factors that motivate countries to develop cyber warfare capa-
bilities

Independent variable 2000 start 2005 start 2007 start
Enemy developing cyber warfare capability 0.70 0.28 0.32
Ally developing cyber warfare capability 1.28∗∗ 1.24∗∗ 1.37∗∗

# Internet users per 100 people 3.94 10−2 ∗∗∗ 3.74 10−2 ∗∗∗ 3.74 10−2 ∗∗∗

# Patents -6.37 10−7 -1.02 10−6 -2.14 10−6

# observations 2451 1535 1170
R2 0.020 0.028 0.204

High potential losses to cyber attacks. As a measure of countries’ intellectual property, I use
the number of patents filled by country from the World Intellectual Property Organization [157].
As proxy for the extent to which countries have cyber critical infrastructure, I use the number
of Internet users per 100 people [67]. It is worth noting that the number of Internet users per 100
people is also the measure I use for countries’ latent abilities. Therefore, in my hypothesis testing, I
will be unable to distinguish between whether countries develop cyber warfare capabilities because
they have latent abilities or because they are interested in protecting their critical infrastructure.

4.3.2 Results
Table 4.2 shows the results of my hypothesis testing for starting points 2000, 2005, and 2007. From
the table, one can see that the results are very similar for different starting points which indicates
that the findings are robust. The table indicates that a country is more likely to develop cyber
warfare capabilities if the country has an ally that is developing such capabilities. This is indicative
of a collaborative effect among countries. For example, members of the NATO collaborate about
cyber warfare through the NATO Cooperative Cyber Defense Center of Excellence in Estonia. The
table also indicates that the number of Internet users per 100 people also has a significant effect.
This may reflect the fact that countries are more likely to develop cyber weapon capabilities if it
is easier for them to develop such capabilities or the fact that countries are more likely to develop
cyber weapon capabilities if they worry about attacks on their critical infrastructure.

According to Table 4.2, having an enemy that develops cyber warfare capabilities does not
have a significant effect on the likelihood that a country develops such capabilities. A possible
explanation for this finding is that deterrence of cyber attacks is difficult because of the attribution
problem. Another possible explanation is that fear of state-sponsored attacks is not the main reason
why countries develop cyber warfare capabilities. Fear of non-state actors such as hackers and
terrorists also motivates the development of such capabilities.

Finally, the number of patents does not have a significant effect. One possible explanation is that
intellectual property as measured by the number of patents is not the resource that needs protection.
Countries are also interested in protecting their government websites and their state secrets.

4.4 Motivation Assessment

4.4.1 Friedkin Model
The Friedkin model [55] is a linear recursive model developed to capture people’s change in atti-
tudes over time and adapted to predict many of the European Union’s voting decisions [45, 46].
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Table 4.3: Variables in the Friedkin model equation

Variable Dimension Interpretation
y(t) N ∗ 1 actors’ attitudes at time t
A N ∗N actors’ susceptibility to external influence
W N ∗N inter-actor influence
I N ∗N identity matrix

0.5 1 0 

positive 

attitude 

indifferent 

attitude 

negative 

attitude 

Figure 4.1: Interpretation of attitude values.

The Friedkin model stipulates that a person’s opinion at time t is the result of the person’s initial
opinion and external influence on that person. The model also takes into account that some people
are more susceptible to external influence than others. More formally, Equation 4.1 is the model
equation for a group of N actors at time t = 2, 3, ..

y(t) = AWy(t−1) + (I − A)y(1) (4.1)

where y(t) = [y
(t)
i ] is a N∗1 vector of actors’ attitudes at time t. A = diag(a11, .., aii, .., aNN), 0 ≤

aii ≤ 1 is a N ∗N diagonal matrix of actors’ susceptibilities to external influence where larger val-
ues of aii indicate larger susceptibilities to external influence. W = [wij], (0 ≤ wij ≤ 1,

∑N
j=1wij =

1) is a N ∗ N matrix of inter-actor influence where wij is the extent to which j influences i. W is
computed as W = AC + I − A where C = [cij], (cii = 0, 0 ≤ cij ≤ 1,

∑N
j=1 cij = 1) is a N ∗N

matrix of relative inter-actor influence. Finally, y(1) = [y
(1)
i ], 0 ≤ y

(1)
i ≤ 1 is a N ∗ 1 vector of the

actors’ initial attitudes. The notation of the Friedkin model is summarized in Table 4.3.
In the Friedkin model, it is always the case that 0 ≤ y

(t)
i ≤ 1 because of the constraints on A,

W , and y(1). Figure 4.1 depicts how these attitude values should be interpreted. 0.5 represent an
indifferent attitude, smaller values represent negative attitudes (the actor is against the idea), and
larger values represent positive attitudes (the actor is for the idea).

It is worth noting that the Friedkin model is not a rational actor model. Rational actor models
tend to assume that actors have full information and are not influenced by their positions in the
social network. In the Friedkin model, actors do not have full information and are influenced by
their positions in the network.

4.4.2 Friedkin Model Adaptation
I adapt the Friedkin model to assess countries’ motivations for cyber warfare capabilities. More
specifically, I capture the fact that a country is more likely to develop cyber warfare capability if
the country has an ally that develops such capability, which is the outcome of the my hypothesis
testing in Section 4.3.

I compute a country-to-country alliance network C = [cij] where cij encodes whether i and j
are part of an alliance. I use international alliance data presented in Section 4.3.1 and only take into
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Table 4.4: Countries with the highest increase in motivation according to the Friedkin model

Country Initial motivation Motivation at equilibrium
Pakistan 0.50 0.57
Philippines 0.50 0.57
Japan 0.50 0.55
Iceland 0.50 0.54
Luxembourg 0.50 0.53
Portugal 0.50 0.53
Czech Republic 0.50 0.53
Australia 0.68 0.71
Belgium 0.55 0.53
Kyrgyzstan 0.50 0.52

account alliances that are in force as of 2010, the most recent year in the data. I then compute W as
W = AC + I − A. I set A = [aii] based on countries’ GDP because countries with high GDP are
usually less susceptible to international influence [56, 93]. More specifically, I set aii = 0.3+0.6bii
where bii = 1 − log(GDPi)/log(max(GDP )). bii is such that 0 ≤ bii ≤ 1 and bii is smaller for
countries with large GDP. Multiplying bii by 0.6 and adding 0.3 ensures that 0.3 ≤ aii ≤ 0.9, which
ensures that all countries are susceptible to both external and internal influence.

I set y1 based on how long ago countries started developing cyber weapon capabilities and
based on how fast countries can build their capabilities. More specifically, for a country i that has
incorporated cyber warfare troops in its military, I compute agei = 2015−yeari where yeari is the
year reported in Table 4.11. I then compute y1i = 0.3 + 0.6 ∗ agei∗GDPi

max(agei∗GDPi)
. This formula ensures

that countries that have incorporated cyber warfare troops in their military have initial motivations
between 0.6 and 0.9. According to the formula, countries that have high initial motivation either
started developing cyber warfare capabilities early or started relatively late but are able to catch up
because of their strong resources. For countries that have not included cyber warfare troops in their
military, I consider that y1i = 0.5.

Finally, I run the Friedkin model until equilibrium and obtain countries’ motivation scores as
y(t) at equilibrium. The change in motivations (y(eq) - y(1)) has mean -0.07 and standard deviation
0.11. Table 4.4 contains the countries that undergo the biggest increase in their motivations.

4.5 Latent Ability Assessment
In this section, I present my measures of countries’ latent cyber capabilities and how I combine
these measures into a single latent ability measure.

Research. I measure the strength of countries’ cyber security research using the number of cyber
security research papers published during the period 2001-2011. The number of research papers of
countries is a standard measure of the countries’ scientific productivity and expertise [105].

I collect from SCOPUS [123] all research papers that contain the keyword “security” in the
title or abstract and that belong to the computer science or engineering areas. I obtain a total of
28,400 research papers. I count a paper as being by a certain country if at least one of the authors
has an affiliation in that country. I compute the research indicator of a country i as the logarithm
of the number of papers of that a country scaled by the logarithm of the number of papers of the

1If i started developing cyber warfare capabilities in the 1990s, I consider that yeari = 1995
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country that has the largest number of papers. Because of the scaling, the research indicator is
always between 0 and 1.

Institutions. The institutions measure captures whether countries have civilian cyber security
institutions such as CERTs that the countries can draw expertise from in order to build cyber warfare
capabilities. I collect the list of countries that have such institutions from multiple sources [28,
66, 86]. The institutions measure is a binary variable that captures whether a country has such
institutions.

IT preparedness. I use the Information and Communication Technology (ICT) development in-
dex from the International Telecommunication Union (ITU) branch of the United Nations [67]. The
ICT development is a combination of 11 indicators: fixed-telephone subscriptions per 100 inhabi-
tants, mobile-cellular telephone subscriptions per 100 inhabitants, international Internet bandwidth
(bits/s) per user, percentage of households with a computer, percentage of households with Internet
access, percentage of individuals using the Internet, fixed (wired)-broadband subscriptions per 100
inhabitants, wireless broadband subscriptions per 100 inhabitants. I compute the IT preparedness
indicator of a country as the ICT index of the country scaled by the maximum ICT index.

I compute the cyber latent ability score using Equation 4.2. I give the research score and the
institutions score a higher weight because those are specific to cyber security, whereas the IT pre-
paredness is not cyber security specific.

Latent ability = (2 ∗ research + 2 ∗ institutions + IT preparedness)/5 (4.2)

4.6 Assessment Results

I compute cyber warfare capability scores as the product of the motivation scores and the latent
capability scores. Figure 4.2 shows a heatmap of such scores for all countries. According to
the figure, countries with the strongest cyber warfare capabilities are the United States, China,
Israel, South Korea, Germany, the United Kingdom, Australia, Russia, France, Canada, Italy, India,
Netherlands, Norway, Denmark, Poland, Spain, Iran, and Japan.

4.7 Limitations and Future Work

The main limitation of this work is that I did not validate the accuracy of this methodology by com-
paring the methodology’s assessment to expert opinions or historical data. As future work, I intend
to perform such validation. It is worth noting, however, that I validated a very similar methodology
in the context of biological weapons in Chapter 5. Assessing biological weapon capabilities is more
challenging than assessing cyber warfare capabilities because biological weapons are prohibited by
international treaties and thus the development of biological weapons is surrounded by extreme
secrecy.

Moreover, this work exclusively uses publicly-available data which may contain errors and do
not accurately capture underground or classified activities. For example, countries may have started
developing cyber warfare capabilities earlier than years reported in Table 4.1. If a country started
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Figure 4.2: Cyber warfare capabilities scores

developing cyber warfare capabilities earlier than the dates reported in Table 4.1, then my assess-
ment will probably under-estimate the country’s cyber warfare capabilities because y(1) will be
lower than what it should be. Similarly, this work may not accurately capture the availability of
highly skilled hackers in a country. It is worth noting, however, that despite the limitations of pub-
licly available data, such data are routinely used and valued by Intelligence agencies [27]. Another
limitation is that I only investigate the effect of formal alliances on countries’ motivations for cyber
warfare capabilities, and do not consider the effect of informal alliances. This is consistent with
prior work on proliferation of weapons of mass destruction [56, 64]. As future work, it would be
interesting to investigate the effect of non-formal alliances as captured by trade relationships and
arm sales. Moreover, this work does not distinguish between defensive and offensive cyber war-
fare capabilities. As future work, it would be interesting to examine countries’ military doctrines
to distinguish between those interested in developing defensive capabilities and those interested in
developing offensive capabilities. Such approach will not, however, be perfect because some coun-
tries may not be upfront about their intentions to develop offensive capabilities. Finally, this work
focuses on capabilities of governments, and does not assess the capabilities of non-state actors such
as hacker and terrorist groups. Assessing capabilities of non-state actors will probably require a
different methodology than the one presented in this chapter and is beyond the scope of this work.
Similarly, this work does not capture the case where countries purchase ready-to-use malware or
hire other entities to launch attacks on their behalf. This was, for example, the case when the
Bahraini government allegedly hired Gamma, a German-British software firm, to spy on Bahraini
activists [52]. It is worth noting, however, that a country that purchases a ready-to-use malware or
hires another entity to launch attacks on its behalf does not acquire a cyber warfare capability in the
same way a country that purchases conventional weapons or weapons of mass destruction acquires
capabilities. A country that purchases conventional weapons or weapons of mass destruction can
use such weapons repeatedly whereas a piece of malware looses its value after it is uncovered.
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4.8 Conclusion
In this chapter, I develop a computational methodology to assess cyber weapon capabilities of all
countries in the world. The methodology assess countries’ motivations and latent abilities.

I start by testing alternative hypotheses about factors that motivate countries to develop cyber
weapons against historical cyber weapon proliferation data. I find that a country is more likely to
develop cyber weapons if the country has a military ally that develops such weapons. I also find
that a country is more likely to develop cyber weapons if the country has high IT penetration.

In order to assess countries’ motivations, I adapt the Friedkin model to capture the fact that
countries that have cyber weapon allies are more likely to develop cyber weapons. I set the pa-
rameters of the adapted model using publicly available data about military alliances and countries
that have included cyber warfare troops into their military. In order to assess countries’ latent
abilities, I examine countries’ cyber security research, cyber security institutions, and general IT
preparedness.

I find that countries to watch for about cyber warfare capabilities are the United States, China,
Israel, South Korea, Germany, the United Kingdom, Australia, Russia, France, Canada, Italy, India,
Netherlands, Norway, Denmark, Poland, Spain, Iran, and Japan. The United States, China, Israel,
South Korea, Russia, and India started developing cyber warfare capabilities in the 1990s and have
had enough time to build capabilities. The other countries started much later, but have strong
economic power, strong cyber latent abilities, and military allies that help them quickly catch up.

71



72



Chapter 5 Biological Weapon Capabilities
Research question: How to systematically identify countries that could pose a bioweapon threat?

5.1 Introduction

BW are weapons of mass destruction capable of causing major damage [76]. The development, pro-
duction and stockpiling of these weapons is prohibited by the Bacteriological Weapons Convention
(BWC) [103]. Yet, many countries are believed to have acquired BW despite their membership in
the BWC.

Predicting countries that will seek BW gives the international community an opportunity to act
early in order to prevent these countries from acquiring such weapons. Such prediction, however,
is very challenging. Extreme secrecy surrounds BW related activities and political discussions.
Moreover, BW technology is dual-use (i.e. has both civilian and military applications), enabling
a country to pursue BW under the cover of civilian industries such as the pharmaceutical indus-
try [153].

Despite the importance of BW proliferation, the problem has attracted limited attention in the
literature. We find many case studies [3, 10, 49, 159] that provide an in-depth and important
examination of a few countries’ BW programs. Unfortunately, case studies typically focus on past
or existing programs, and are not predictive. Moreover, case studies are impractical to perform
for all countries because they require substantial effort and country-specific expertise. Finally, we
find a small body of literature [31, 64, 76, 95, 117, 160] that addresses political science aspects
of BW, but that has a different focus than assessing or predicting countries’ BW capabilities. For
example, Horowitz and Narang [64] empirically test whether countries perceive nuclear, chemical
and biological weapons as complement or supplement to each other.

In this chapter, I develop a computational methodology that predicts countries that will seek
BW. My methodology examines all countries in the world, and not just a subset. Moreover, non-
experts can use my methodology using data collected from the Internet. My methodology assesses
countries’ BW motivations and abilities, and predicts that a country will seek BW if the country
has sufficiently high motivation and ability. In order to assess motivations, I adapt the Friedkin
model [55] in order to capture expert opinions about why countries seek BW. In order to assess
abilities, I use indicators that include conventional arms purchase from BW countries, national
material power and dual-use biological trade.

I validate our methodology by examining my methodology’s ability to predict countries that
started a BW program later than 1975, the year the Biological Weapon Convention (BWC) was
ratified. I use my methodology to make predictions in five year increments starting from 1974 and
compare these predictions to the ground truth BW proliferation timeline. I find that my methodol-
ogy could have successfully predicted that Iran, Syria, Taiwan, Vietnam, Libya and Algeria would
start BW programs. My methodology would also have predicted that India, Israel and Cuba would
start BW programs. India, Israel and Cuba are suspected in some sources, but whether these coun-
tries have had BW programs is unclear. Finally, the only BW proliferator my methodology would
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have missed is Rhodesia/Zimbabwe.
The remainder of this paper is organized as follows. I provide background in Section 5.2 and an

overview of my methodology in Section 5.3. I present my motivation assessment in Section 5.4 and
my ability assessment in Section 5.5, and explain how I combine the two assessments in Section 5.6.
In Section 5.7, I validate my methodology and make predictions about future BW proliferators. I
discuss limitations in Section 5.8 before concluding in Section 5.9.

5.2 Background

I present factors that motivate countries to seek BW in Section 5.2.1 and then explain what it takes
to acquire BW in Section 5.2.2. Finally, I cover the Friedkin model in Section 5.2.3.

5.2.1 Motivational Factors
Countries are motivated to develop BW mainly due to in-kind deterrence [76, 149] and deterrence
of nuclear weapon use [149]. Having a BW enemy may cause a country to seek BW in order to
fill the perceived security imbalance [76, 149]. Similarly, having a nuclear enemy may cause a
country to seek BW in order to improve its deterrence posture [149]. This is particularly true when
the country lacks the financial and technical infrastructure necessary to build nuclear weapons. It is
worth noting that countries that seek BW to deter nuclear enemies are aware of the fact that BW are
not perfect substitutes for nuclear weapons [10, 64] and may continue pursuing nuclear weapons
even after acquiring BW [64].

It may be unclear at first that BW can play a deterrent role despite BW programs being secret.
However, Tucker [149], the founding director of the Chemical and Biological Weapons program
at the James Martin Center for Nonproliferation Studies of the Monetary Institute of International
Studies, explains that BW can play such a role because countries may hint about their weapons
without formally admitting to having them. For example, Israel is able to use nuclear weapons as a
deterrent without formally acknowledging having such weapons.

The primary disincentive against seeking BW is the absence of a perceived security deficit [64,
76, 149]. A country that has nuclear reassurance may not see a need for BW. Nuclear reassurance
results from the country’s own nuclear weapons or from nuclear weapons of an ally that promises
retaliation in case the country is attacked. Similarly, strong conventional weapons of the country or
its allies may provide reassurance and reduce the need for BW. Other disincentives include the risk
of provoking countermeasures, uncertain BW military utility, security problems associated with a
BW capability, availability of BW defenses and moral constraints [149].

Pariah or dissatisfied countries are more likely to succumb to factors that motivate them to
acquire BW [76]. This is because these countries are more likely to ignore international norms
against BW and the risk of provoking counter-measures [76].

5.2.2 Acquiring BW
A country interested in BW may develop these weapons on its own, or may seek foreign assistance.

A report by the Office of Technology Assessment (OTA) [153] presents the steps a country is
likely to take in order to develop BW on its own. The country would establish BW facilities and
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perform BW research before proceeding to pilot production of small quantities of BW agents. The
country would then assess the military potential of the agent such as its stability and infectivity. The
country would also need to develop and test delivery equipment. Subsequently, the country would
produce the agent at a large scale, stabilize it and load it into delivery equipment such as munitions.
Finally, the country would stockpile filled or unfilled delivery equipment, and train troops about
the use of these weapons. The initial pilot production of BW is relatively easy for a country with
modest pharmaceutical industry, but further steps are more complex.

Alternatively, the country may obtain foreign assistance that consists of ready-to-use BW sup-
plies, or help in building its own program. Help in building a BW program can be material, techni-
cal or scientific. BW assistance is illegal under the Biological Weapons Convention (BWC), but has
allegedly occurred historically. For example, the Soviet Union has allegedly supplied tricothecene
mycotoxin to Vietnam for military purposes according to former U.S. Secretary of State Alexander
Haig [107]. Similarly, China is suspected of having provided BW assistance [42].

5.2.3 Friedkin Model
The Friedkin model [55] is a simple recursive model that was developed to capture how people
change their attitudes towards a certain topic over time. The model was also successfully adapted
to predict countries’ voting decisions within the European Union [45, 46].

The Friedkin model captures the fact that a person forms their attitudes based on their interac-
tions with others and their own intrinsic beliefs. The model also captures the fact that people differ
in their susceptibility to external influence. More specifically, the model stipulates that a person’s
attitude at time t is a weighted sum of external influence at time t−1 and intrinsic beliefs at time 1,
where the weight can differ across people. Formally, Equation 5.1 encodes the model for a group
of N actors at time t = 2, 3, ..

y(t) = AWy(t−1) + (I − A)y(1) (5.1)

Table 5.1 summarizes the notation used within the Friedkin model. y(t) = [y
(t)
i ] is a N ∗1 vector

of actors’ attitudes at time t and A = diag(a11, .., aii, .., aNN), 0 ≤ aii ≤ 1 is a N ∗ N diagonal
matrix of actors’ susceptibility to external influence. aii = 1 indicates that i’s attitude exclusively
depends on external influence, aii = 0 indicates that i’s attitude exclusively depends on intrinsic
beliefs, whereas intermediate values indicate that i’s attitude depends on both external influence
and intrinsic beliefs. W = [wij], (0 ≤ wij ≤ 1,

∑N
j=1wij = 1) is a N ∗ N matrix of inter-actor

influence. More specifically, wij is j’s influence on i. The general formulation of the Friedkin
model stipulates that W = AC + I − A where C = [cij], (cii = 0, 0 ≤ cij ≤ 1,

∑N
j=1 cij = 1) is a

N ∗N matrix of relative inter-actor influence. Finally, y(1) = [y
(1)
i ], 0 ≤ y

(1)
i ≤ 1 is a N ∗ 1 vector

of the actors’ initial attitudes.
In the Friedkin model, we always have 0 ≤ y

(t)
i ≤ 1 because of the constraints on A, W and

y(1). Attitude values are interpreted according to Figure 5.1 where values around 0.5 represent
an indifferent attitude, larger values represent a positive attitude and smaller values represent a
negative attitude.

The Friedkin model equation contains three main parts. Wy(t−1) represents actors’ extrinsic
attitudes resulting from external influence, y(1) encodes actors’ intrinsic beliefs and A encodes
actors’ susceptibility to external influence. The constraint 0 ≤ wij ≤ 1 implies that j’s influence
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Table 5.1: Variables in the Friedkin model equation

Variable Dimension Interpretation
y(t) N ∗ 1 actors’ attitudes at time t
A N ∗N actors’ susceptibility to external influence
W N ∗N inter-actor influence
I N ∗N identity matrix

0.5 1 0 

positive 

attitude 

indifferent 

attitude 

negative 

attitude 

Figure 5.1: Interpretation of attitude values.

on i’s attitude is in the same direction as j’s attitude. For example, if j has a positive attitude, j will
influence i to also have a positive attitude. This constraint reflects the dynamics of friendly human
relationships, but unfortunately does not capture the dynamics of BW proliferation. In the context
of BW proliferation, both hostile and friendly international relationships play a role into shaping a
country’s attitude towards BW. In Section 5.4.1, I derive a new extrinsic motivation term that I use
to replace Wy(t−1) in Equation 5.1.

5.3 Methodology Overview

The goal of my methodology is to predict countries that will seek BW. More specifically, when
used at year yr, my methodology predicts the set of countries that will start BW programs later
than yr.

As depicted in Figure 5.2, my methodology consists of a motivation assessment component and
an ability assessment component. I start by the Friedkin model considering the attitude of interest
to be motivation for BW and the N actors to be all countries in the world. I modify the Friedkin
model equation (viz. Equation 5.1) in order to incorporate factors that motivate countries to seek
BW discussed in Section 5.2.1. I set the parameters of our adapted model equation based on data on
international hostilities and alliances, countries’ diplomatic isolation and BW suspected countries.
I run the adapted model equation until equilibrium obtaining countries’ BW motivation scores.

I identify and use 3 indicators of BW ability. The arms indicator captures conventional weapons
purchase from BW countries, the power indicator captures national material power and the trade
indicator captures dual-use biological trade. I combine these 3 indicators into a single ability score.

I predict that a country will start a BW program if the country has sufficiently high motivation
and ability i.e. the motivation and ability scores are higher than some thresholds.

I note that my methodology predicts whether a country will start a BW program, but does not
predict 1) the year the country will start such program, 2) whether a country will stop an existing
BW program, and 3) whether the country will acquire BW or will simply keep pursuing them. I
leave developing a methodology that predicts the above 3 points for future work.
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Figure 5.2: Methodology overview

5.4 BW Motivation Assessment Model

I explain how I adapt the Friedkin model equation to capture factors that motivate countries to seek
BW in Section 5.4.1 and set the parameters of the adapted model equation in Section 5.4.2.

5.4.1 Model Equation Adaptation

In this work, I consider the N actors to be all countries in the world and the attitude of interest to
be motivation for BW. I derive a new extrinsic motivation term to replace Wy(t) in Equation 5.1.
Wy(t) is unable to capture factors that motivate countries to seek BW as explained in Section 5.2.3.
The new extrinsic motivation term will capture two incentives: in-kind deterrence and deterrence
of nuclear weapon use, and one disincentive: nuclear reassurance.

In order to simplify the discussion, I first consider a single country that has a single enemy and
a single ally that promises retaliation in case the country is attacked. I derive an expression for
the country’s extrinsic motivation as a function of: 1) whether the enemy has BW, 2) whether the
enemy has nuclear weapons and 3) whether the country has nuclear reassurance. Table 5.2 presents
a qualitative description of the country’s extrinsic motivation as a function of these parameters.
The extrinsic motivation is high in scenarios 1, 2 and 3 where the enemy has BW and/or nuclear
weapons, and the country has no nuclear reassurance. The country perceives a great security deficit
and has incentive to acquire BW in order to fill that deficit. The extrinsic motivation is moderate in
scenario 4 where both the country and the enemy have access to nuclear weapons, but the enemy
has BW in addition. The country may be interested in BW despite having nuclear reassurance in
order to be able to respond to BW in-kind [149]. Historically, some nuclear powers such as the
United States did not perceive the need to maintain BW programs [76], whereas others such as
Russia perceived such a need [64]. The extrinsic motivation is indifferent in scenarios 5, 6 and 7.
In scenario 5, the enemy has no BW and no nuclear weapons, resulting in the absence of the in-kind
deterrence and the nuclear weapon use deterrence incentives. In scenario 6, the country has access
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Table 5.2: Qualitative description of a country’s extrinsic BW motivation depending on the country’s inter-
national security environment

Scenario BW enemy Nuclear enemy Nuclear reassurance Extrinsic BW motivation
1 yes yes no very high
2 yes no no very high
3 no yes no high
4 yes yes yes moderate
5 no no no indifferent
6 yes no yes indifferent
7 no yes yes indifferent
8 no no yes low

Table 5.3: Variables used in the derivation of the new extrinsic motivation term

Variable Dimension Interpretation
m(t) 1 ∗ 1 country’s extrinsic motivation for BW at t
b(t−1) 1 ∗ 1 whether the country’s enemy has BW at t− 1
k 1 ∗ 1 whether the country’s enemy has nuclear weapons
r 1 ∗ 1 whether the country has nuclear reassurance

M (t) N ∗ 1 countries’ extrinsic motivation for BW at t
B(t−1) N ∗ 1 whether the countries’ enemies have BW at t− 1
K N ∗ 1 whether the countries’ enemies have nuclear weapons
R N ∗ 1 whether the countries have nuclear reassurance

to weapons that are stronger than the enemy’s weapons. In scenario 7, there is a security balance
between the country and the enemy. Finally, the extrinsic motivation is low in scenario 8 as the
country is in a much stronger security posture than the enemy.

I now derive the extrinsic motivation term for a single country. Let m(t) be the country’s ex-
trinsic motivations at time t, b(t−1) whether the enemy has BW at time t− 1, k whether the enemy
has nuclear weapons and r whether the country has nuclear reassurance. I assume k and r to be
constant during the time period for which I make predictions because developing nuclear weapons
takes much longer than developing BW [153]. m(t), b(t−1), k and r have the scaling depicted in
Figure 5.1. Table 5.3 summarizes my notation.

Table 5.4 presents a quantitative encoding of Table 5.2. I find an expression for m(t) that satisfies
the constraints in Table 5.4, obtaining the extrinsic motivation term in Equation 5.2.

Table 5.4: Quantitative description of a country’s extrinsic motivation for BW depending on the country’s
international security environment

b(t−1) k r m(t)

1 1 0.5 0.9
1 0.5 0.5 0.9
0.5 1 0.5 0.85
1 1 1 0.7
1 0.5 1 0.5
0.5 0.5 0.5 0.5
0.5 1 1 0.5
0.5 0.5 1 0.3
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m(t) =
(
2.6− 2.8k − 2.2r + 2.8k.r

)
b(t−1) − 1.1 + 2.4k + r − 2.6k.r (5.2)

I now consider the case of N countries. Let M (t) be a N ∗ 1 vector that represents countries’
extrinsic motivation for BW at time t, B(t−1) a N ∗ 1 vector that represents whether countries’
enemies have BW at time t− 1, K a N ∗ 1 vector that represents whether countries’ enemies have
nuclear weapons and R a N ∗ 1 vector that represents whether countries have nuclear reassurance.
The notation is summarized in Table 5.3. The extrinsic motivation term in Equation 5.2 can be
written for all countries as Equation 5.3 where ◦ denotes point by point multiplication of vectors.

M (t) =
(
2.6− 2.8K − 2.2R + 2.8K ◦R

)
B(t−1) − 1.1 + 2.4K +R− 2.6K ◦R

(5.3)

B(t−1) can be written as B(t−1) = Wy(t−1) where W captures international hostilities and y(t−1)

captures whether countries have BW at time t − 1. The extrinsic motivation term in Equation 5.3
can thus be written as Equation 5.4.

M (t) =
(
2.6− 2.8K − 2.2R + 2.8K ◦R

)
Wy(t) − 1.1 + 2.4K +R− 2.6K ◦R

(5.4)

Finally, I substitute Wy(t−1) in Equation 5.1 by the new extrinsic motivation term obtaining the
adapted Friedkin equation model in Equation 5.5.

y(t) = A
[(
2.6−2.8K−2.2R+2.8K◦R

)
Wy(t−1)−1.1+2.4K+R−2.6K◦R

]
+(I−A)y(1)

(5.5)

5.4.2 Populating the Adapted Model
In this section, I explain how I set the parameters of Equation 5.5 when using the model at year yr.

A = diag
(
a11, ..., aii, ..., aNN

)
I set A based on the diplomatic isolation index, the main indicator

for countries’ pariah status [60, 61, 81]. The diplomatic isolation index is computed as the ratio of
the number of adjacent countries and major powers with whom a country does not have diplomatic
exchanges to the total number of adjacent countries and major powers [69]. I consider two countries
to be adjacent if they share a direct land or river border, or are within 400 miles of each other by
body of water [37, 135]. I use the list of major powers in the Correlates of War state membership
list data [39]. Finally, I use the diplomatic exchange data set [7], and consider that two countries
have diplomatic exchanges if they exchange ambassadors or ministers.

I compute the average diplomatic index of each country during the 5 year period [yr − 4, yr].
When I am able to compute the index for only a single year during that period, I simply use the
index for that year. This approach is more robust to fluctuations in the index and to missing data.
I obtain i’s susceptibility to external influence as aii = 0.1 + 0.7 ∗ average diplomatic index. By
definition, the average diplomatic index is within the range [0,1]. Multiplying that index by 0.7 and
adding 0.1 narrows that range allowing all countries to be influenced by both external influence and
intrinsic beliefs.
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K = [ki] I identify countries’ enemies based on the international hostility data from the Interna-
tional Crisis Behavior Project (ICB) [25] and identify whether these enemies have nuclear weapons
using the nuclear proliferation timeline from Jo and Gartzke [69].

The ICB data cover military and non-military hostilities. I keep hostilities of type threat to
existence, threat of grave damage, threat to influence, territorial threat, political threat and limited
military damage, and disregard purely economic conflicts1. I consider two countries to be enemies
if I find a hostility between the two countries anytime during [yr − 14, yr]. I set ki = 1 if i has an
enemy that possesses nuclear weapons anytime during [yr − 4, yr] and set ki = 0.5 otherwise. As
a result, ki satisfies the scaling in Figure 5.1.

R = [ri] I identify countries’ allies using the alliance data from the Correlates of War project [36,
57, 131, 132] and whether these allies have nuclear weapons using the nuclear timeline from Jo
and Gartzke [69].

From the alliance data, I exclusively keep alliances that belong to the defense pact category.
Such alliances commit countries to intervene military on the side of any treaty partner that is at-
tacked. I omit alliances that belong to the categories of neutrality, non-aggression treaty and entente
agreement. Neutrality and non-aggression pacts specify that parties remain military neutral if any
co-signatory is attacked, while ententes pledge consultation and/or cooperation in a crisis, includ-
ing armed attack. I set ri = 1 in case a country’s ally possesses nuclear weapons anytime during
the period [yr − 4, yr] and set ri = 0.5 otherwise.

W = [wij] I first extract a hostility matrix H = [hij] from the ICB hostility data [25] where
hij = 1 indicates a hostility between i and j any time during [yr − 14, yr] and hij = 0 indicates
otherwise. I take into consideration hostilities of type threat to existence, threat of grave damage,
threat to influence, territorial threat, political threat and limited military damage, and disregard
purely economic threats. I divide each row of H by the sum of that row, obtaining a matrix C that
satisfies the requirements (cii = 0, 0 ≤ cij ≤ 1,

∑N
j=1 cij = 1) discussed in Section 5.2.3. Finally,

I compute W using the formula W = AC + I − A also given in Section 5.2.3.

y(1) = [y
(1)
i ] I use the main BW proliferation timeline by Horowitz and Neil [64] after making

a few changes to that timeline. First, I extend the timeline from 2000 to 2008 based on the same
sources used by Horowitz and Neil. I stop at 2008 because a very small number of sources are newer
than 2008. In addition, I remove Bulgaria, Cuba and Laos from the list of suspected countries.
Horowitz and Narang suspect these 3 countries based only on a 1993 OTA report [152] 2, but the
report in question does not suspect these countries. More specifically, the OTA report examines 6
sources and decides to suspect a country if 2/3 of these 6 sources suspect that country. The OTA
report finds that only a single source suspects Bulgaria, Cuba and Laos, and decides to exclude
these 3 countries from the list of suspected countries3. The final main BW proliferation timeline is
given in Table 5.5. I set y(1)i = 1 in case i has a BW program anytime during the period [yr− 4, yr]

and set y(1)i = 0.5 otherwise.
It is worth noting that Horowitz and Neil also include an alternative BW proliferation timeline4.

Horowitz and Neil include such timeline because of the uncertainty surrounding countries’ BW

1I make that selection using the “gravcr” variable.
2The sources Horowitz and Narang used to compile the timeline are given in Appendix Table 12 of their paper.
3The final list of countries suspected by the OTA report is given in Table 2-8 of the report.
4Horowitz and Neil provide the alternative timeline in Appendix Table 12 of their paper.
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Table 5.5: “Ground-truth” BW proliferation timeline 1970-2008

Country Main Timeline Alternative Timeline
Algeria 1999-2008 1999-2008
China 1970-2008 -
Egypt 1970-2008 1970-2008
France 1970-1973 1970-1973
India - 1970-2000
Iran 1981-2008 1981-2008
Iraq 1974-2003 1974-2003
Israel - 1970-2008
Libya 1988-2003 1988-2003
N. Korea 1970-2008 1970-2008
Rhodesia/Zimbabwe 1975-1980 -
USSR/Russia 1970-2008 1970-2008
S. Africa 1970-1993 1970-1993
Syria 1990-2008 -
Taiwan 1975-1993 -
Vietnam 1988-1993 -

programs. I extend that timeline to 2008 and include Israel [35, 68, 85, 149, 152]. I will not use
the alternative timeline to set y(1), but I will use it when validating the methodology in Section 5.7.
The alternative timeline is also given in Table 5.5.

It it worth noting that the timeline by Horowitz and Narang distinguishes between pursuit and
acquisition. In this work, however, I refrain from making that distinction because of the uncertainty
about the progress of countries’ BW programs. More specifically, a country can become aware that
its enemy has a BW program, but it is more difficult for the country to know whether its enemy has
already acquired BW or is still pursuing them.

5.5 Ability to Acquire BW

In this section, I present the indicators I suggest and use to assess countries’ abilities to acquire
BW. I put more emphasis on assessing countries’ abilities to obtain foreign assistance than on
assessing their abilities to develop BW on their own. Countries that started BW programs in recent
decades are typically developing countries that may have difficulty building BW on their own and
may prefer to seek foreign assistance. In my discussion, I assume that I am interested in assessing
countries’ abilities at year yr.

5.5.1 Conventional Arms Purchase from BW Countries
The first indicator I use is the value of conventional arms purchased from countries that have BW.
A country that purchases large amounts of conventional weapons from a supplier that has BW may
be able to obtain BW from that supplier. Conventional arms trade is often legal and public, contrary
to BW trade.

I use the Stockholm International Peace Research Institute (SIPRI) arms trade database [136]
which covers trade of aircrafts, air defense systems, anti-submarine warfare weapons, armored
vehicles, artillery, military engines, missiles, radar and sonar systems, reconnaissance satellites and
military ships. The SIPRI data is reported in constant 1990 USD. I compute the arms score as the
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value of conventional arms purchased from BW countries during the period [yr − 4, yr]. I identify
BW countries using the main BW proliferation timeline in Table 5.5.

5.5.2 National Material Power
The second indicator is countries’ national material power. This indicator is useful because power-
ful countries may encounter less difficulty developing or purchasing weapons. I measure national
material power using the standard Composite Index of National Capability (CINC) score [38, 130,
133]. The CINC score is computed based on countries’ total population, urban population, iron and
steel production, energy consumption, military personnel, and military expenditure. I compute the
power score as the average CINC score over the period [yr − 4, yr].

5.5.3 Dual-Use Biological Trade
As third indicator, I use the trade of dual-use biological commodities i.e. commodities with both
military and civilian biological applications. Examples of these commodities are sterilization
equipment and delivery mechanisms. Dual-use biological trade is relevant because a country may
acquire equipment to develop BW under the cover of civilian industries such as the pharmaceutical
industry.

I collect the dual-use biological trade from the UN Comtrade database [150], a publicly avail-
able depository of international trade data. Countries inform the United Nations Statistics Division
(UNSD) of their international trade at the end of each year and the UNSD makes the data available
though the UN Comtrade database. I collect the trade data by specifying the codes of dual-use
biological commodities [62], and adjust for inflation using the Producer Price Index (PPI) [110]. I
compute the trade score as the value of dual-use biological trade during the period [yr − 4, yr].

5.6 Combined Motivation and Ability Assessment
In this section, I explain how I use the motivation assessment model and the ability scores in order to
predict future BW proliferators. More specifically, at a given year yr, the goal of the methodology
is to predict countries that will start BW programs later than yr.

I set the parameters of the adapted model equation (viz. Equation 5.5) as explained in Sec-
tion 5.4.2. I then run that iterative equation until equilibrium i.e. y(t+1) = y(t), t >= eq. My
assessment of countries’ motivation scores is y(eq).

I combine the arms, power and trade scores into a single ability score using the formula in
Equation 5.6.

ability = 8 log(arms) + 5 log(107power) + log(trade) (5.6)

I use the logarithm because the arms, power and trade scores differ by several orders of magnitude
across countries. I multiply the power score by 107 because the minimum power score is 2.3 10−7

and I need to make sure I obtain values larger than 1 before applying the logarithm. I weigh the 3
indicators depending on their relevance to acquiring BW. I give the arms score the highest weight
because a strong military relationship with a BW country can be the perfect channel for obtaining
BW. I give the power score the second highest weight because that score captures countries’ military
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power and investment. Finally, the trade score has the lowest weight because dual-use biological
trade contains, by definition, considerable amount of civilian trade.

My methodology predicts that i will start a BW program if i has sufficiently high BW motivation
i.e. y(eq)i > 0.53 and sufficiently high BW ability i.e. ability score larger than 132. I obtain similar
results if I use any motivation threshold between 0.521 and 0.534, and any ability threshold between
131 and 133.

5.7 Validation and Prediction

5.7.1 Validation
In order to validate our methodology, I evaluate whether my methodology could have predicted
historical BW proliferators. More specifically, I use my methodology to make predictions in 5 year
increments starting at 1974. I make the first prediction at 1974 because the BWC was ratified in
1975, and make the last prediction as early as 1999 in order to have a ground-truth “future” to
compare the methodology’s prediction to.

Table 5.6 summarizes the accuracy measures I use to evaluate our methodology. I decide
whether a country is a true positive (TP), a false positive (FP), a true negative (TN) or a false
negative (FN) by comparing the methodology’s prediction to the main timeline. For example, a
country is a TP if the methodology predicts that the country will start a BW program after yr and
the country starts such program in the main timeline.

Regular measures reflect the case where the alternative timeline agrees with the main timeline
about how to label a country, and contentious measures reflect otherwise. For example, a regular
TP will also be considered a TP if the methodology’s prediction is compared to the alternative
timeline instead of the main timeline. On the other hand, a contentious TP will be considered a FP
if the methodology’s prediction is compared to the alternative timeline. In other words, according
to the alternative timeline, a regular TP starts a BW program after yr, but a contentious TP does
not. Because of my definition of regular and contentious measures, all countries on which the
two timelines disagree will necessarily be contentious. I note that from a policy standpoint, a
contentious TP is preferable to a contentious FN. A contentious TP is a warning that causes the
international community to closely monitor a country in order to reduce the uncertainty, whereas a
contentious FN may cause the international community to miss a potential BW proliferator.

In the table, positive predictions (countries predicted to start BW programs) are compared
against the entire subsequent timeline, whereas negative predictions are compared against the sub-
sequent 5 years. In other words, the methodology is allowed (and encouraged) to provide a very
early warning about a BW program, but is only penalized when missing a BW program at the
prediction year immediately preceding the start of that program.

Finally, accuracy measures are only defined for countries that do not have BW programs as of yr
according to the main timeline. For other countries, the motivation assessment model sees through
the initial condition that these countries already have BW programs. Therefore, the methodology
should not be rewarded for “predicting” that these countries will have BW programs.

Table 5.7 summarizes accuracy results of the methodology’s predictions. From the table, it is
possible to see that the methodology successfully predicts all countries that started BW programs
after 1975 with the exception of Rhodesia/Zimbabwe. The methodology typically provides a very
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Table 5.6: Accuracy measures for prediction made at year yr.

Measure Methodology: country
will start BW program
after yr

Main timeline: country
starts BW program

Alternative timeline:
country starts BW
program

Regular true positive yes yes after yr yes after yr
Regular false positive yes never never
Regular true negative no not during [yr+1, yr+5] not during [yr+1, yr+5]
Regular false negative no yes during [yr+1, yr+5] yes during [yr+1, yr+5]

Contentious true positive yes yes after yr never
Contentious false posi-
tive

yes never yes anytime

Contentious true nega-
tive

no not during [yr+1, yr+5] yes during [yr+1, yr+5]

Contentious false Nega-
tive

no yes during [yr+1, yr+5] not during [yr+1, yr+5]

Table 5.7: Accuracy of the methodology’s predictions.

1974 1979 1984 1989 1994 1999
True positives Iran Algeria Algeria Algeria Algeria

Syria* Iran Libya Syria*
Taiwan* Libya Syria*
Vietnam* Syria* Vietnam*

Vietnam*
False positives India* India* Cuba

Israel*
False negatives Rhodesia*
True negatives 132 countries 138 countries 141 countries 145 countries 171 countries 180 countries
Countries with a (*) are contentious cases, other countries are regular cases

early warning, predicting that countries will start BW programs many years before the start of these
programs. Syria, Taiwan and Vietnam are contentious TP in the sense that these countries appear
in the main timeline, but not in the alternative one. The methodology also predicts that India,
Israel and Cuba will start BW programs. India and Israel are contentious FP because India and
Israel do not appear in the main timeline, but appear in the alternative one. Cuba is a regular FP
because neither the main nor the alternative timeline includes Cuba. It is worth noting that Cuba
is sometimes suspected of having had a BW program [99], but is excluded from both timelines
because the sources are not conclusive. Finally, TN countries at a given prediction year are the
countries that have not started a BW program as of that year according to the main timeline, and
that are neither TP nor FP nor TN. The number of TN increases over time because the total number
of countries in the world increases over time.

5.7.2 Prediction

When running the methodology for years 2004 and 2008, the methodology predicts that no addi-
tional country will start a BW program.
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5.8 Limitations
The methodology’s accuracy when used on future data is not guaranteed to be the same as the
accuracy reported in this paper. For example, factors that motivate countries to seek BW might
change in the future. Disease outbreaks such as the recent Ebola outbreak may motivate countries
to acquire BW even if these outbreaks are unrelated to BW activities. This is because these out-
breaks revive the potential damage and casualties of BW. Alternatively, as newer technologies such
as cyber weapons become more relevant, countries may become less interested in BW. Another
limitation is that I set many numerical parameters relatively arbitrarily. As future work, I intend to
perform a full sensitivity analysis that investigates how varying these parameters affects the results.

Finally, I focus on countries and overlook terrorist groups. Biological terrorism poses a real
threat, but is beyond the scope of this work. Such terrorism needs to be studied using a methodology
different than the one presented in this paper. Typically, factors that motivate terrorist groups
are different from factors that motivate countries. Moreover, data about terrorist groups is more
difficult to collect than data about countries. I refer to Koblentz [77] for discussion about biological
terrorism, and to Tucker [148] and the START database [144] for open-access data sets about
terrorist and criminal use of weapons of mass destruction.

5.9 Conclusion
In this chapter, I develop a novel computational methodology to predict countries that will seek
BW. My methodology assesses countries’ BW motivations and abilities, and predicts that a country
will start a BW program if the country has sufficiently high motivation and ability. Assessing both
motivations and abilities makes my methodology robust despite the error-prone nature of our data
sources.

I develop a socio-cultural model to assess countries’ motivations by capturing expert opinions
about why countries seek BW into the Friedkin model. I set the parameters of my adapted model
based on publicly-available data about international hostilities and alliances, countries’ diplomatic
isolation and the list of countries that have BW. Moreover, I suggest and use publicly-available
indicators of countries’ abilities to acquire BW. My indicators are conventional arms purchase
from BW countries, national material power and dual-use biological trade.

I validate our methodology by assessing our methodology’s ability to predict countries that
started a BW program after 1975, the year the BWC was ratified. I find that my methodology
could have successfully predicted BW programs of Iran, Syria, Taiwan, Vietnam and Algeria. The
methodology would also have suspected India, Israel and Cuba. Some sources suspect these 3
countries, but it is uncertain whether these countries have had such programs. The only country
the methodology would have missed is Rhodesia/Zimbabwe. It is worth noting that despite the
excellent accuracy of my methodology, such methodology should not be the sole basis of sanction-
ing countries. Detailed investigation and on-site visits should be carried out before taking action
against countries.
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Chapter 6 Joint Cyber and Biological Weapon
Capabilities

Research questions: How to systematically identify countries that could pose both a cyber
weapon and a bioweapon threat?

6.1 Introduction

Both cyber and biological weapons are considered an asymmetric threat in the sense that a small
actor can use these weapons to inflict unacceptable damage on a much stronger military opponent.
This is because both weapons are relatively easy to acquire while being capable of causing major
damage. A country that has both weapons may be tempted to use two concurrently in order to
amplify the damage. For example, a country can use a cyber attack to access classified information
about bioweapon preparedness of its opponent such as vaccine stocks and protective equipment.
Using that information, the country can optimize its biological attack in order to incur maximal
damage. Similarly, the country can use malware to disrupt hospitals’ operations while concurrently
launching a biological attack. In this context, it is important to identify countries that could acquire
both cyber weapons and bioweapons.

Prior work [3, 10, 16, 49, 58, 63, 92, 159] mainly examines countries’ cyber weapon and
bioweapon capabilities separately and mainly consists of case studies on one or a few countries.
Unfortunately, such approach overlooks assessing the risk of joint cyber-biological capabilities.
Moreover, such approach is not systematic in the sense that it does not cover all countries in the
world. Other prior work discusses past cyber-physical attacks such as the joint cyber physical at-
tack on Georgia [22] and the joint cyber physical attack on Syria [1]. In 2008, Russia allegedly
launched a massive Denial of Service attacks on websites in Georgia concurrently with the phys-
ical attack on Georgia. In 2007, Israel launched an air strike on Syria while allegedly using a
cyber attack to blind Syrian radars [1]. The cyber attack allowed Israeli jets to complete their mis-
sion without being detected or challenged. Besides discussion of joint cyber physical attacks that
have happened in real life, the literature also contains discussion of how cyber and physical attacks
could be combined. The National Research Council report [113] discusses possible scenarios of
joint cyber physical attacks. For example, the report explains that a cyber attack on microelectron-
ics that control the military munitions could degrade these munitions. Sharma [126] explains that
physical force should be thought of as enhancer of cyber attacks, instead of the other way around.
Whether physical force enhances cyber attacks, or cyber attacks enhance physical force is irrele-
vant to this thesis. McConnel [98] explains that physical attacks can be a vector to launch cyber
attacks. Examples include a missile attack on satellites, or electromagnetic pulses to cripple power
lines. Joint cyber biological attacks have never been reported in real life. However, these attacks
are still important to consider proactively. I was unable to find discussion of such joint attacks in
the literature.

In this chapter [53], I identify countries to watch for about joint cyber biological capabilities.
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Table 6.1: Motivational factors

Biological Cyber
Incentive: enemy has nuclear weapons or biological
weapons

Incentive: Ally develops cyber weapons

Disincentive: country or ally has nuclear weapons
Disincentive: risk of provoking counter-measures

In order to identify these countries, I leverage the methodologies and results developed in Chap-
ters 5 and 4. The remainder of this chapter is organized as follows. In Section 6.2, I compare my
approaches to assessing countries’ motivations for bioweapons and cyber weapons. In Section 6.3,
I compare my approaches to assessing countries’ bioweapon and cyber weapon latent abilities.
Finally, In Section 6.4, I identify countries to watch for about joint cyber biological capabilities.

6.2 Motivation Assessment

In order to assess countries’ motivations for biological weapons (cyber weapons), I adapt the
Friedkin socio-cultural model to capture factors that motivate countries to develop these weapons.
Table 6.1 presents these motivational factors for biological weapons and cyber weapons. For
bioweapons, the main incentive is deterrence of a nuclear or a biological enemy. Bioweapons
are sometimes called the “poor man’s atomic bomb” in reference to the fact that poor countries that
cannot afford nuclear weapons may be interested in bioweapons in order to improve their deter-
rence posture. The main disincentive against developing bioweapons is having nuclear weapons or
having an ally that has such weapons and that promises retaliation in case the country is attacked.
Such access to nuclear weapons deters biological attacks and reassures the country. Finally, the
risk of provoking counter-measures is an important disincentive against developing bioweapons.
Bioweapons are prohibited by international treaties and countries that develop them run a serious
risk of provoking counter-measures such as economic sanctions.

The main incentive for developing cyber weapons is having an ally that develops such weapons.
Such ally can assist the country in its efforts to develop indigenous capabilities. Capabilities of
allies do not provide a disincentive against developing indigenous capabilities. An ally cannot
promise retaliation against cyber attacks because of the attribution problem. Moreover, an ally
can provide limited help defending against cyber weapons because this defense may require the
ally to have full access to the country’s sensitive systems. Countries may be uncomfortable giving
such full access to their allies. Finally, a country that develops cyber warfare capabilities does not
run a risk of provoking counter-measures because cyber warfare capabilities are not prohibited by
international treaties.

6.3 Latent Abilities Assessment

Table 6.2 presents the indicators that I use to measure countries’ biological weapon and cyber
weapon capabilities. For biological weapons, I mainly focus on the ability of countries to pur-
chase the capability or equipment necessary to build such capability. In recent decades, biological
weapons have mainly been attractive to third-world countries with limited biological infrastructure
and expertise. It is easier for those countries to seek external assistance than to develop biological
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Table 6.2: Latent abilities indicators

Biological Cyber
- Conventional arms purchase from bioweapon countries - Cyber security research
- Dual-use biological trade - Cyber security institutions
- National material power - IT preparedness

weapons entirely by themselves. External assistance can consist of dual-use biological equipment
or ready-to use weapons. I do not use a research indicator for bioweapon latent capabilities because
the scientific knowledge required to build bioweapons is readily available. Moreover, bioweapon
research is dual-use i.e. has both civilian and military applications. The most active countries in
such research are countries with strong pharmaceutical industries that are interested in developing
new medicines and vaccines.

For cyber weapons, I mainly focus on cyber security expertise gained through research and
institutions. Cyber security is a relatively new area and developing cyber weapons requires cutting-
edge expertise. Developing cyber weapons does not require raw material or expensive equipment.
Finally, purchasing ready-to-use cyber warfare capability is difficult. A country can purchase so-
phisticated malware. However, this is different from acquiring a capability because malware is
single-use in the sense that malware looses its value after it is discovered. If the country wants to
“purchase” the ability to repeatedly create sophisticated attacks from other countries, the country
needs to hire international cyber security experts to work for its military. This is risky because these
international experts may not be loyal to the country. Finally, the country can seek international
assistance training its own experts. Such situation is already captured by the motivation assessment
part of the model.

6.4 Joint Cyber Biological Capabilities

The goal of this section is to identify countries to watch for about joint cyber and biological capa-
bilities. Countries to watch for about cyber weapon capabilities are listed in Section 4.6. Countries
with the highest capabilities are the United States, China, Israel, South Korea, Germany, the United
Kingdom, Australia, Russia, France, Canada, Italy, India, Netherlands, Norway, Denmark, Poland,
Spain, Iran, and Japan.

In order to identify countries to watch for about biological weapon capabilities, I use the
methodology described in Section 5.6 to make predictions at 5 year increments starting from 1979
similarly to the technique described in Section 5.7. I consider that a country should be watched
for about biological weapons if the methodology predicts that the country will develop biological
weapons at any of the increments or if the country has biological weapons as of 1979 according to
Table 5.5. I go back in time when making the predictions because countries may keep biological
weapons developed many years ago even if, currently, the motivation and latent abilities are not
very strong. Countries to watch for about biological weapons are China, Egypt, Iraq, North Korea,
Zimbabwe, Russia, South Africa, Iran, Syria, Taiwan, Vietnam, Libya, India, Israel, and Cuba.

Thus, countries to watch for about joint cyber biological capabilities are China, Israel, India,
Russia, and Iran.
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6.5 Conclusion
Combined cyber biological attacks could be order of magnitudes more serious than cyber only
attacks or biological only attacks. Many countries are to be watched for about joint cyber biological
capabilities. These countries are China, Israel, India, Russia, and Iran.

Countries that invest in cyber weapons but not biological weapons tend to be developed coun-
tries whereas countries that invest in biological weapons but not cyber weapons tend to be develop-
ing countries that are isolated internationally. This is because developing cyber weapons requires
cutting edge cyber security expertise and is not prohibited under international law. On the other
hand, the expertise required to develop biological weapons is relatively readily available and de-
veloping biological weapons is prohibited under international law (making these weapons mainly
appealing to countries that are willing to break such law).
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Chapter 7 Conclusion
In this thesis, I take an empirical systematic approach towards assessing the global cyber and

biological threat. The first part of the thesis focuses on cyber crime and aims at identifying factors
that cause some countries’ environments to be conducive to cyber crime. The second part of the
thesis focuses on cyber and biological weapon capabilities and aims at identifying countries that
develop such capabilities.

In the first part of the thesis, I empirically examine international variation in cyber crime host-
ing and exposure and test alternative hypotheses about factors behind such international variation.
Countries that offer a favorable environment to cyber crime hosting pose an international threat
because cyber crime hosted in these countries affects end-users around the world. Countries where
computers are highly exposed to cyber crime also pose an international threat because computers in
these countries are more likely to become infected and to serve as bots. I study malware exposure
(trojans, viruses, and worms) using the Symantec AV telemetry data and network-based attack (ex-
ploits, web attacks, and fake applications) exposure and hosting using the Symantec IPS telemetry
data. I find that malware is most prevalent in Sub-Saharan Africa because of high computer piracy
rates in this region. End-users in this poor region mainly use pirated software and music purchased
from street merchants. These pirated products have a high tendency to contain malware. On the
other hand, I find that web attacks and fake applications are most prevalent in North America and
Western Europe and that exploits are most prevalent in countries with emergent economies. My
regression analysis reveals that cyber criminals target these countries in order to take advantage
of the abundant economic and computing resources in these countries. Finally, I find that many
Eastern European countries host disproportionate quantities of network-based attacks because of a
combination of reasonable computing infrastructure and widespread corruption in these countries.
Corrupt law officials and internet service providers tend to turn a blind eye on malicious hosting.

The findings of my analysis provide an opportunity to fight cyber crime using a novel approach
that is complementary to the traditional approach of improving cyber defenses. My analysis indi-
cates that addressing corruption in Eastern Europe or computer piracy in Sub-Saharan Africa could
reduce the global cyber crime. As an analogy, the approach this thesis suggests is similar to fight-
ing malaria by modifying and eliminating aquatic habitats where mosquitoes breed. Modifying and
eliminating these aquatic habitats was critical in eradicating malaria from parts of Israel, the United
States, and Italy [75]. In other words, making the environment less favorable to a threatening ac-
tivity (mosquito breeding) helped eradicate the threat of malaria in these countries. Such approach
is still commonly used today in countries affected by malaria [154].

Addressing corruption in Eastern Europe and computer piracy in Sub-Saharan Africa is chal-
lenging. I believe that this is best done using a soft power approach [108] that persuades and attracts
parties into collaborating rather than a hard power approach that relies on sanctions or military
force to force parties to collaborate. For example, Eastern European countries should understand
that cracking downing on malicious hosting and corrupt individuals that permit such hosting is in
their interest in the long term. If malicious activities in these countries continue and grow, entire
blocs of IP addresses from these countries may become blocked and honest users and businesses
may become virtually disconnected from parts of the Internet. This has happened in West Africa
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because of massive scam activities from that region [17]. Similarly, a win-win solution could be
found if the software industry adjusts prices to countries’ income level. The software industry could
collect some income instead of loosing all potential income to piracy. At the same time, users in
these countries can benefit from safe and reliable software. Price adjustment is already common
for medicines and textbooks.

In the second part of the thesis, I develop two methodologies: one that identifies countries that
could pose a biological weapon threat and one that identifies countries that could pose a cyber
weapon threat. The two methodologies leverage the fact that the strength of countries’ weapon
capabilities depend on countries’ motivations for these weapons and countries’ latent abilities to
acquire these weapons. In order to assess countries’ motivations for biological (cyber) weapons, I
adapt the Friedkin socio-cultural model to capture factors that motivate countries to acquire these
weapons and set the parameters of that adapted model using publicly available data. The main
factor that motivates countries to develop biological weapons is deterrence of nuclear weapon and
biological weapon enemy. On the other hand, the main factor that motivates countries to develop
cyber weapons is having an ally that develops these weapons. In order to assess countries’ latent
biological weapon abilities, I examine conventional arms purchase from biological weapon coun-
tries, dual-use biological trade, and countries’ military power. In order to assess countries’ latent
cyber weapon capabilities, I examine countries’ cyber security research, cyber security institutions,
and general IT preparedness.

The methodologies I developed can be used as a prediction and a policy planning tool. I as-
sess the prediction accuracy of my biological weapon assessment methodology by comparing the
methodology’s predictions against historical data. Surprisingly, the methodology has very high ac-
curacy despite the high secrecy surrounding biological weapons and the fact that I only use publicly
available data to set the methodology’s parameters. The reason behind such surprising finding is
that countries can conceal their weapon programs and purchases, but are unable to conceal their
international relations. These international relations drive many of countries’ decisions and are
public information. Countries’ hostilities affect the risk perceived by these countries and their
motivations to pursue biological weapons. Similarly, countries’ alliances provide assistance oppor-
tunities. Validating the prediction ability of my cyber weapon capabilities assessment methodology
by comparing my assessment to historical data is the subject of future work.

I find that countries that could pose both a cyber and a biological weapon threat are China,
India, Iran, Israel, and Russia. These countries are typically interested in developing all types of
weapon capabilities, and not just cyber and biological weapons. Countries that could pose a cyber
weapon threat but not a biological weapon threat are mainly developed countries such as the United
States, South Korea, France, Germany, the United Kingdom, Australia, and Canada. On the other
hand, countries that could pose a biological weapon threat but not a cyber weapon threat are pri-
marily developing countries that are (or were at some point) isolated internationally such as Algeria
and Syria. The difference in the profile of countries that invest in cyber weapons and countries that
invest in biological weapons is mainly due to two reasons: 1) acquiring cyber weapons requires sig-
nificant expertise whereas acquiring biological weapons does not and 2) developing cyber weapons
is not prohibited by international law whereas acquiring biological weapons is prohibited by the
Biological Weapon Convention (BWC). In the future, I expect a massive cyber weapon arms race.
Cyber weapons are attractive because such weapons can achieve their goals remotely and without
incurring casualties. Given the interest of powerful countries in these weapons, I do not expect
these powerful countries to take action to prohibit the development of these weapons. Instead, I ex-
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pect many countries to invest in cyber weapons to keep up with other countries and with non-state
actors.

I believe that developing computational models that capture expert opinions is a paradigm that
can benefit many problems in political science beyond biological weapon and cyber weapon pro-
liferation. For example, it is possible to develop a computational to predict nuclear proliferation by
capturing expert opinions about factors that motivate countries to develop nuclear weapons. An-
other example is to develop computational models to predict the occurrence of inter-state conflicts
by capturing theories [23] about factors that cause such conflicts.

Cyber crime vs. cyber weapons. Cyber security research usually does not distinguish between
cyber crime and cyber weapons. In this thesis, however, Chapters 2 and 3 on cyber crime focus on
cyber attacks on end-users that can be detected by security products, while Chapter 4 focuses on
cyber attack capabilities developed by governments. It is worth noting that such distinction is not
perfect. For example, many cyber crime attacks are undetected by commercial products. Another
example is that governments may also launch cyber attacks that are considered crime, and not an
act of war. Having said that, the distinction I make in this thesis helps differentiate between attacks
that have different perpetrators and sophistication levels in general.

I find that while some country-level social and technical factors have an important impact on
both cyber crime and cyber weapons, other factors are relevant for one type of attacks, but not the
other. Countries’ information technology sophistication plays an important for both cyber crime
and cyber weapons. Countries with higher information technology sophistication are more likely
to encounter and to host network-based cyber crime attacks. Such countries are also more likely
to develop cyber warfare capabilities. On the other hand, countries leverage their cyber security
research and institutions when building cyber weapon capabilities. Unfortunately, I did not find
evidence that cyber security and institutions reduce cyber crime exposure or hosting. Finally, inter-
national relations have an important effect on the likelihood that countries develop cyber weapons,
but no significant effect on cyber crime exposure and hosting. More specifically, having a military
ally with cyber weapon capabilities increases the likelihood that a country develops cyber weapon
capabilities. On the other hand, military alliances, military hostilities, and extradition treaties have
no significant effect on countries’ cyber crime exposure and hosting.

Russia Russia is an active ground for both cyber crime and cyber weapons. In terms of cyber
crime, Russia provides a favorable environment to cyber crime hosting. For example, the Rus-
sian Business Network (RBN) was a major malicious Internet Service Provider that hosted up
disproportionate quantities of cyber crime (up to 60% of worldwide cyber crime according to some
estimates). The Russian government also has cyber warfare capabilities and has allegedly launched
massive Denial of Service attacks on Estonia and Georgia.

In Russia, cyber crime and cyber weapons are probably not disconnected. The government
likely relies on the extremely talented local hackers when interested in developing or launching
cyber weapons. In return, these hackers likely get a free pass to carry on their criminal activities as
long as these hackers do not attack local targets.
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Appendix A Attack Catalogs
In this appendix, I explain how I build and populate the IPS and AV catalogs that I use to

complement the Symantec IPS and AV telemetry data respectively. I build and populate these
catalogs by processing the Symantec IPS and AV threat description corpora [141, 142]. The corpora
consist of semi-structured descriptions provided by Symantec, a major security vendor providing
end-host security products. My catalogs consist of structured descriptions that are easy to analyze
using automated techniques. More specifically, I build the AV catalog based on the anti virus (AV)
corpus [141] and the Intrusion Prevention System (IPS) catalog based on the IPS corpus [142].
The AV corpus contains descriptions of threats detected by Symantec’s commercial AV and the
IPS corpus contains descriptions of attacks detected by Symantec’s commercial IPS. The AV and
IPS are two end-host systems that often run side-by-side, but do not interact. The AV examines
the end-host’s files, whereas the IPS examines the end-host’s network activity. The AV corpus
contains more than 12,400 threat descriptions and the IPS corpus contains more than 2,700 attack
descriptions.

The AV catalog contains, for a given threat, the threat name, threat family name, type, discovery
date, signature release date and severity measures. Threat severity measures [138] are distribution,
damage, threat containment and removal levels. The values of these measures belong to three
categories: high, medium and low. The IPS contains, for a given attack, the attack name, attack
family name and type. The AV catalog contains more attributes than the IPS catalog because the
AV corpus contains more detailed information than the IPS corpus.

Symantec’s threat corpora contain rich information, but extracting information from these cor-
pora to populate our catalogs is challenging. Symantec provides these corpora in order to help
threat victims remove these threats from their machines. Symantec does not provide these corpora
in order to help researchers perform a systematic analysis. Threat descriptions are created by differ-
ent people and contain large amounts of unstructured text. While I used a semi-automated process
to extract some attributes from these descriptions, I had to rely on a semi-manual process to extract
other attributes. I also often contacted Symantec to inquire about their internal conventions, and to
validate our approaches.

I describe the AV catalog in Section A.1 and the IPS catalog in Section A.2.

A.1 AV Catalog
I build and populate the AV catalog based on information available in the Symantec AV online
corpus [141]. In order to extract information from the corpus, I mainly look for relevant keywords
in the threat descriptions. Table A.1 presents two examples of AV catalog entries.

A.1.1 Catalog Attributes
The catalog contains the following attributes:

Threat name. The unique name Symantec gives to the threat.
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Table A.1: Examples of AV catalog entries

Entry Field Value
1 Threat name W32.Aimdes.A@mm

Specific/Generic Specific
Threat family name Aimdes
Type Worm
Discovered February 11, 2005
Initial rapid release February 11, 2005
Initial daily certified version February 11, 2005
Discovery year 2005
Distribution High
Damage Medium
Threat containment Easy
Removal Moderate

2 Threat name Backdoor.Trojan
Specific/Generic Generic
Threat family name not available
Type backdoor, trojan
Discovered February 11, 1999
Initial rapid release February 11, 1999
Initial daily certified version February 11, 1999
Discovery year 1999
Distribution Low
Damage Medium
Threat containment Easy
Removal Easy

Specific/Generic. This variable indicates whether this is a specific or a generic threat. A specific
threat is a particular threat variant, whereas a generic threat may correspond to multiple threat
variants that either belong to the same family or that have a common characteristic such as the
packer software. The first entry in Table A.1 corresponds to a specific threat, whereas the second
entry corresponds to a generic threat.

Threat family name. A generalized name that I derive from the threat name. I am always able to
extract a threat family name for specific threats. On the other hand, I am mostly unable to associate
a threat family name with generic threats.

Type. The type such as worm and virus. Some threats have more than one type. The main types
are trojan, worm, virus, macro, adware/spyware and fake application.

Discovered. The date Symantec finds out about the threat.

Initial Rapid Release. The date the rapid release virus definition is released. Rapid release sig-
natures are subject to basic testing before their release. These signatures defend against newly
emerging threats, but are more susceptible to false positives [139].

Initial Daily Certified Version. The date the threat definition is included in the daily release.
Threat signatures undergo thorough testing before being included in the daily release [139].

Discovery year. The year the threat is discovered. In most cases, the discovery year is simply the
year in the discovered attribute. However, when the discovered attribute is missing, I use the year
in the initial rapid release or the initial daily certified version attributes when available.
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Table A.2: AV. Guidelines on threat distribution and damage measures [138]

Distribution
High Some worms, network aware executables, uncontainable threats

(due to high virus complexity or low AV ability to combat)
Medium Most viruses, some worms
Low Most trojans

Damage
High File destruction/modification, very high server traffic, large scale

non repairable damage, large security breaches, destructive trig-
gers

Medium Non critical settings altered, buggy routines, easily repairable
damage, non destructive triggers

Low No intentionally destructive behavior

Distribution level. A measure of the aggressiveness of the threat propagation mechanism [138].
There are three distribution levels: high, medium and low according to guidelines in Table A.2. It is
worth noting that the distribution level is not always a perfect indicator of the number of computers
infected by the threat. This is due to multiple reasons such as the fact that the threat may target an
old software vulnerability that is currently patched in most systems.

Damage level. A measure of the damage that an infection is capable of causing [138]. There are
also three damage levels: high, medium and low as described in Table A.2.

Threat containment. A measure of the difficulty to contain the threat.

Removal. A measure of the difficulty to remove the threat from a machine.

Threat containment. This measure takes 3 possible values: easy, moderate and difficult.

Removal. This measure also takes 3 possible values: easy, moderate and difficult. Easy removal
may only require running a full system scan and deleting detected malicious files. Difficult removal
may require starting the machine in trouble shooting mode and following detailed instructions.

The AV corpus also contains the number of infections, number of sites and wild level, but I
choose not to include these severity measures in the catalog because drawing conclusions based on
these measures is difficult. These measures vary over time, and are reported at different times and
different life stages for different threats.

A.1.2 Attribute Extraction Methodology
I automatically extract the values of some attributes because these values immediately follow a
fixed keyword in threat descriptions. These attributes are the threat name, type, initial rapid re-
lease, initial daily certified version, discovered, distribution level, damage level, threat containment
and removal. Later, I remove inconsistencies from these values. More specifically, I merge the
types “trojan horse” and “trojan” into “trojan”. I also merge the types “adware”, “spyware” and
“trackware” into “adware/spyware”.

For threats that do not have the threat type listed as an attribute in the threat description, I
leverage Symantec’s virus naming conventions [140] in order to identify the type. Leveraging
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naming conventions allows me to determine the type of about 5% of the threats. I determine that
the type is “worm” if the name contains “worm” or ends with “@m” or “@mm”, that the type is
“adware/spyware” if the name contains “adware”, “spyware” or “infostealer”, and that the type is
“trojan” if the name contains “trojan” or “backdoor”. I decide to assign type “trojan” when the
threat name contains “backdoor” because in more than 98% of the cases when the threat name
contains “backdoor” and the threat type is given in the corpus, the threat type is “trojan”. I do
not use the other naming conventions because these conventions do not match the usage in the AV
corpus, probably because the convention description is imprecise. For example, one convention
says that a “W32” prefix indicates that the threat is a virus that can infect Windows 32 platforms.
However, worms are the majority of threats that have a “W32” prefix and that have a type listed
in the corpus. The “W32” prefix probably indicates the platform targeted by the threat, but not
necessarily the threat type.

The specific/generic attribute is not explicitly given in the corpus, but can be inferred from the
threat name or description. I consider a threat to be generic when the threat name ends with “!gen”
or “Family” [140], or if the description contains one of the keywords “generic signature”, “de-
tection name”, “detection technology”, “cloud-based detection”, “heuristic”, “without traditional
signatures”, and “new malware threats”. I determine the keywords to search for by reading a large
number of threat descriptions, and manually extracting the relevant keywords.

I extract the threat family name from the threat name by taking advantage of the threat name
structure. According to Symantec’s virus naming conventions [140], a threat variant name consists
of a prefix that designates the platform targeted by the threat or the threat type, the family name
and a suffix that differentiates among variants of the family name. I automatically search for and
remove the prefixes and suffixes listed in the naming convention. I manually review and correct the
resulting family names as some threat variant names do not strictly follow the naming convention.

A.2 IPS Catalog
I build and populate the IPS catalog based on descriptions in the IPS corpus [142]. The IPS corpus
contains descriptions of more than 2,700 attacks. The majority of attacks in the IPS corpus are
attempts to exploit software vulnerabilities. However, in the IPS corpus, there are also threats such
as worms and trojans. Some of these threats may also appear in the AV corpus.

Descriptions in the IPS corpus are less rich than descriptions in the AV corpus, and therefore
the IPS catalog contains fewer attributes than the AV catalog. Table A.3 presents an example of an
IPS catalog entry.

A.2.1 Catalog Attributes
The catalog contains the following attributes:

Attack name. The unique name given by Symantec to the attack. The name may contain the
CVE code of the corresponding exploit [43] as in the first entry in Table A.3, or the name of the
corresponding threat as in the second entry in the table.

Family name. This is a generalization of the attack name. I obtain the family name by removing
the exploit variant identifier as in the first entry in Table A.3, or by extracting the threat family
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Table A.3: Examples of IPS catalog entries

Entry Field Value
1 Attack name Attack: Apache Struts CVE-2013-2251 Code Execution 2

Family name Attack: Apache Struts CVE-2013-2251 Code Execution
Type Exploit
Severity High

2 Attack name BugBear B Worm FileShare Propagation
Family name BugBear
Type Worm
Severity High

Table A.4: IPS. Guidelines on attack severity levels

Level Interpretation
High - Widespread worms or viruses

- Or arbitrary code execution as superuser
- Or high-impact Denial of Service
- Or some backdoors

Medium - Arbitrary code execution not as superuser
- Or write access to important or arbitrary data
- Or medium-impact Denial of Service
- Or some backdoors
- Or most invasive scanning tools

Low - Reconnaissance tools
- Or policy violation such as P2P networks and instant messenger
- Or troubleshooting signatures
- Or authorized activity

name as in the second entry in the table.

Type. The attack type. Some attacks have more than one type. The main types are web attack,
exploit, worm, adware/spyware, trojan, backdoor and OS exploit.

Severity. The severity level of the attack is assigned based on a combination of the attack preva-
lence among users, and the potential malicious impact of the attack. The Symantec guidelines for
assigning the severity level, used for informational purposes, are given in Table A.4.

A.2.2 Attribute Extraction Methodology
Attack name. I extract this name automatically as it is the title of the online attack description.

Family name. I extract this name manually from the attack name or description. Although IPS
attack names follow some patterns, these names lack a precise structure. It is worth noting that I
am unable to associate an accurate family name with exploits, OS exploits and web attacks. For
these attacks, the family name is equal to the signature name after removing the variant identifier
as illustrated in the first entry in Table A.3.

Type. I extract the type based on keywords that appear in the attack name or description. More
specifically, we assign type “worm”, “virus”, “rootkit”, “trojan” or “backdoor” when these exact
keywords appear in the attack name or description. I assign the type “exploit” when the attack
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name starts with “Attack:” 1, and type “OS exploit” when the attack name starts with “OS Attack:”.
We assign type “adware/spyware” when the attack name or description contains “adware” or “spy-
ware”. We assign type “web attack” when the attack name starts with “Web Attack:” or contains
“MS IE” or “MSIE” (for Microsoft Internet Explorer). I also assign type “Web Attack” when the
attack name contains “HTTP” and is not already assigned another type such as worms or adware.
Some worm or adware attack names contain “HTTP” because machines infected with these threats
communicate over HTTP.

Severity. I extract this attribute automatically as it always follows the keyword “severity” in the
descriptions.

1I choose to assign type “exploit” instead of assigning type “attack” because assigning type “attack” would be
confusing given that all entries in the IPS corpus are considered attacks.
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